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Abstract

The theory of strong interactions, Quantum Chromodynamics (QCD), predicts the for-

mation of Quark-Gluon Plasma at sufficiently high density and/or temperature. The

prime goal of the heavy-ion program at the Relativistic Heavy Ion Collider (RHIC) at

Brookhaven National Laboratory is to search for the possible formation of Quark-Gluon

Plasma. In heavy-ion collision experiments, we correlate information obtained from var-

ious observables (e.g. photon multiplicity, charged particles etc.) to understand the

dynamics of particle production and evolution of the system.

In this thesis, we study and characterize the properties of photons and hadrons

produced in heavy-ion collisions. Photons and hadrons are measured respectively by the

Photon Multiplicity Detector (PMD) and the Time Projection Chamber (TPC) in the

STAR experiment. The details of STAR detector and its subsystems are presented in this

thesis.

We present the multiplicity and pseudorapidity distributions of photons produced in

Au+Au and Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV. The photons are measured

in the region −3.7 < η < −2.3 using the Photon Multiplicity Detector in the STAR

experiment at RHIC. The photons are produced at all stages of the system created in

heavy-ion collisions. They have large mean free paths and therefore, are good carriers

of information about the history of collisions. The number of photons produced per

average number of participating nucleon pairs increases with the beam energy and is

independent of the collision centrality. For collisions with similar average numbers of

participating nucleons the photon multiplicities are observed to be similar for Au+Au

and Cu+Cu collisions at a given beam energy. The ratios of the number of charged

particles to photons in the measured pseudorapidity range are found to be 1.4 ± 0.1

and 1.2 ± 0.1 for
√

sNN = 62.4 GeV and 200 GeV, respectively. The energy dependence

of this ratio could reflect varying contributions from baryons to charged particles, while

mesons are the dominant contributors to photon production in the given kinematic region.

The photon pseudorapidity distributions normalized by average number of participating

nucleon pairs, when plotted as a function of η − ybeam, are found to follow a longitudinal
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scaling independent of centrality and colliding ion species at both beam energies.

We also present the first measurements of identified hadron production from Au+Au

collisions below the nominal injection energy at the Relativistic Heavy-Ion Collider

(RHIC) facility. The data were collected using the large acceptance STAR detector at
√

sNN = 9.2 GeV from a test run of the collider in the year 2008. Midrapidity results

on multiplicity density (dN/dy) in rapidity (y), average transverse momentum (〈pT 〉),
average transverse mass (〈mT 〉), and particle ratios are consistent with the corresponding

results at similar
√

sNN from fixed target experiments. Furthermore, the collision central-

ity dependence of identified particle dN/dy, 〈pT 〉, and particle ratios are discussed. The

chemical and kinetic freeze-out parameters are extracted for 9.2 GeV collisions and are

presented in this thesis. These parameters are consistent with the observed energy depen-

dence trend of freeze-out parameters. These results from
√

sNN = 9.2 GeV collisions, also

demonstrate the readiness of the STAR detector to undertake the proposed QCD critical

point search and the exploration of the QCD phase diagram at RHIC.

We also present in this thesis, the results on measurement of event-by-event trans-

verse momentum (pT ) fluctuations and two particle pT correlations for Cu+Cu collisions

at
√

sNN = 62.4 and 200 GeV from STAR experiment at RHIC. These results are com-

pared with those previously reported from Au+Au collisions at similar energies to study

the system size dependence. We compare the 〈pT 〉 distributions of data and mixed events,

and are compared with the corresponding Gamma distributions. We observe finite dy-

namical fluctuations in the data. These fluctuations are found to decrease with increasing

collision centrality. The pT correlations scaled by number of participating nucleon pair

increases with collision centrality and then saturate in central Au+Au collision. It is also

observed that square root of pT correlations scaled by mean pT is independent of beam

energy as well as colliding ion size, but decrease with increase in collision centrality. We

have investigated the dependence of pT correlations on the azimuthal angle and pseudora-

pidity acceptance. The results on pT correlation for forward and backward η regions and

its dependence on the collision vertex are discussed. The dependence of pT correlation on

different pT acceptances is also investigated.
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Chapter 1

INTRODUCTION

1.1 Quarks and Quark-Gluon Plasma (QGP)

High-energy heavy-ion collision experiments are built to study the elementary constituents

of matter or radiation. A fundamental/elementary particle is a particle which cannot be

further divided into constituent particles or which has no substructure. Earlier it was

believed that atoms are the fundamental particles and everything in this universe is made

up of atoms. Later on, it was discovered that atoms contain protons and neutrons confined

in nucleus and electrons revolving around it. As of now, it is established that the neutrons

and protons are also not the fundamental particles and that these are the bound states of

quarks and gluons, collectively called as partons. Quarks are not observed as free particles

and are confined in hadrons by the inter quark potential. Baryons are made up of three

quarks and mesons consist of a quark-antiquark pair. Deep-inelastic electron scattering

experiments [1] showed that constituent quarks have fractional electric charges, +2/3 or

−1/3, and carry effective mass (m∗) of about one third of the nucleon mass and only

half of the nucleon’s momentum. It was proposed that the other half of the nucleon’s

momentum is ascribed to the force carriers called as gluons which are responsible for the

inter quark binding.

With the discovery of ∆++ (uuu), ∆− (ddd) and Ω− (sss), a new problem came into

the picture. These particles consist of three identical quarks (fermions) having parallel

spins and identical s-wave states, hence violating the Pauli exclusion principle. To account

for this, a new quantum number called the color quantum number [2, 3] was proposed and

1
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it was postulated that even if the quarks in a hadron are identical, their color charges are

different and hence Pauli exclusion principle is not violated. There are three color charges

(red, blue and green) and three anti-color charges (antired, antiblue and antigreen). These

color charges have nothing to do with the visible colors, they are only the quantum

numbers. Since baryons and mesons are color neutral, the color charge combination

forming a baryon or meson must sum to zero. In this way, baryons consist of red, blue

and green color charges having overall color charge zero. Similarly, anti-baryons have

antired, antiblue and antigreen color charges. Mesons have red-antired or blue-antiblue

or green-antigreen color charges.

The beginning of the universe is considered from the explosion known as big-bang.

It is believed that after few microseconds of the big-bang, the quarks and gluons existed in

free state called as Quark-Gluon Plasma (QGP) [4]. Quark-gluon plasma can be defined

as deconfined state of matter or more precisely - A (locally) thermally equilibrated state

of matter in which quarks and gluons are deconfined from hadrons, so that color degrees

of freedom become manifest over nuclear, rather than merely nucleonic, volumes [5]. The

term plasma suggests an ionized gas, however the results from high-energy heavy-ion

collision experiments suggested that instead of behaving like a gas of free quarks and

gluons, the matter created in the nucleus-nucleus collisions appears to be more like a

liquid [6]. This matter interacts more strongly than originally expected, hence it was

given another name “sQGP”. So the terms QGP and sQGP can be used interchangeably.

Deconfinement means quarks and gluons are able to move over larger distances

than that of the size of a nucleon (∼ 1 fm) and hence forming the quark-gluon plasma.

Deconfinement can be achieved in two cases: either at very high energies where the partons

effective color charge approaches zero (asymptotic freedom), or at high density where the

hadronic wave functions overlap delocalising the partons (Debye screening). Relativistic

Heavy Ion Collider (RHIC) at Brookhaven National Laboratory (presently running) and

A Large Ion Collider Experiment (ALICE) at LHC (Large Hadron Collider) at CERN

(expected to run soon) are the facilities which work on the principle of creating QGP by

increasing the center of mass energy (
√

sNN) to a higher value. Maximum center of mass

energy achieved for heavy-ion collisions at RHIC is
√

sNN = 200 GeV and that at ALICE
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will be 5.5 TeV. As of now, various ions used for the collisions at RHIC are gold (Au),

copper (Cu), and deuteron (d). Proposed heavy-ion for collisions at ALICE is the lead

(Pb). In addition to heavy ions, nucleon-nucleon e.g. p + p collisions are also performed

in these experiments. The p + p collisions are useful for the reference studies to compare

with those of heavy ions. Compressed Baryonic Matter (CBM) at FAIR (Facility for

Antiproton and Ion Research) in Germany will exploit the baryon density rich region for

its physics programs [7]. The major goals of the CBM experiment include determination

of the nuclear equation of state at high baryon density, search for the existence of the first

order phase transition from hadronic to partonic matter and the location of the critical

point in the phase diagram. The CBM experiment will be the fixed target experiment in

contrast to collider experiments at RHIC and LHC. The results presented in this thesis

are obtained by analyzing the data recorded by the STAR (Solenoidal Tracker At RHIC)

detector at RHIC.

1.2 Lattice QCD and Phase Transition

The theory which describes the interaction of color charges of quarks and gluons is called

Quantum Chromodynamics (QCD) [8]. The theory is useful to describe the strong force,

which is so strong that a non-perturbative treatment is necessary to study its properties.

So the lattice QCD calculations are used to predict the thermodynamic properties of

hadronic matter in the non-perturbative regime. In these calculations, the quarks and

gluons are assumed on a discrete space-time lattice and computational numerical methods

are used to predict the temperature and energy density of the system. Main goals of lattice

QCD are to calculate the masses and decay properties of the hadrons. Its another major

goal is to determine the properties of QGP, which is assumed to be formed just after the

collision of two high-energy heavy-ion nuclei. Lattice QCD calculations provide important

input to the hydrodynamic models by looking at several important properties of strongly

interacting matter, which are discussed below -
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Figure 1.1: Schematic picture of the QCD phase diagram shown in T − µB space [9].

1.2.1 Phase Diagram

Phase diagram for hadronic matter is described by the temperature (T ) and the baryon

chemical potential (µB). When µB = 0, the matter and the antimatter are equal in

amount. When µB > 0, the matter is favored over the antimatter. Figure 1.1 shows

the schematic phase diagram of hadronic matter. Lattice QCD predicts a boundary in

the phase diagram which separates the region of matter dominated by hadronic degrees

of freedom from that dominated by quark-gluonic degrees of freedom. This boundary

is called the “first order phase transition” line or “QCD phase boundary”. The point

in the phase diagram where the first order phase transition ends is called the “critical

point”. The dotted line which is close to µB ∼ 0, represents the rapid crossover, with

no real transition. The only point known in this diagram is of nuclear matter, all other

things are the lattice predictions. One of the main aim of high-energy heavy-ion collision

experiments is to map the QCD phase diagram, to locate the position of critical point,

and to determine the QCD phase boundary.
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• Critical Point Search and Energy Scan: Search for the QCD critical point and to

locate the QCD phase boundary in the phase diagram has been of great interest to

the high-energy heavy-ion theorists as well as the experimentalists. On experimental

side, this interest is further increased recently as there are proposals for the facilities,

which will help in locating the critical point, phase boundary and exploring the QCD

phase diagram. Experiments which are presently focusing on these exciting physics

issues are - STAR (Solenoidal Tracker At RHIC) [10] at RHIC, SHINE (SPS Heavy

Ion and Neutrino Experiment) [11] at SPS, CBM (Compressed Baryonic Matter) [7]

at FAIR, and NICA (Nuclotron-based Ion Collider fAcility) at Dubna [12]. These

will cover different regions of the phase diagram and hence are complementary to

each other. Of these, the STAR experiment has a proposal to start a new program

called “Critical Point Search”, in which the
√

sNN (and hence µB and T ) will be

varied in order to explore the QCD phase diagram [13]. The region of the planned

RHIC beam energy scan is also indicated in the phase diagram in Fig. 1.1. As a

first step of this program, a test run was conducted at RHIC in the year 2008 by

colliding Au ions at
√

sNN = 9.2 GeV. The results from these data form chapter 4 of

this thesis. The successful analyses of various observables and the beautiful results

demonstrate the readiness of the STAR experiment and hence the RHIC collider to

perform the critical point search program in the near future.

The lattice QCD calculations predict a phase transition from a hadronic gas to a

quark-gluon plasma [14, 15]. The critical values of energy density (εcritical) predicted by

these calculations are at ≈ 2 GeV/fm3, at a critical temperature (Tc) ≈ 170–190 MeV. A

lower value of Tc means it is easier to create the QGP.

1.2.2 Equation of State

The equation of state (EOS) can be expressed as the relationship between energy and

temperature or pressure and temperature. For example, the ideal gas equation of state can

be written as: pV = nRT , where p, V , and T are the pressure, volume and temperature

respectively. Similarly, the equation of state (EOS) for the hadronic matter will be the

relation between these quantities, but it is more complicated in this case.
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Figure 1.2: Energy density as a function of temperature as per the lattice QCD calcula-
tions [16].

Figure 1.2 shows an example of a typical equation of state from lattice QCD calcu-

lations [16]. The energy density (ε) is plotted as a function of temperature (T ), where Tc

represents the critical temperature. These calculations are performed for non-zero tem-

peratures and non-zero chemical potentials. The ε/T 4 is proportional to the number of

degrees of freedom. The significant increase of ε/T 4 around critical temperature indicates

the increase in the number of degrees of freedom, showing the quarks and gluons become

the relevant degrees of freedom. The arrows indicate the Stefan-Boltzmann limit:

ε = g
π2

30
T 4, (1.1)

where g is the number of degrees of freedom. For a hadron gas, the number of degrees of

freedom are given by the three pion states (π+, π−, π0), so g = 3 for this case:

ε = 3
π2

30
T 4, (1.2)

In the QGP phase, the relative number of degrees of freedom are the quarks and gluons.

This number is much larger in case of QGP as compared to hadron gas phase:

εQGP =

(
16 +

21

2
nflavor

)
π2

30
T 4. (1.3)
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The critical temperature depends on the number of flavors and the mass of quarks. The

blue curve in the Fig. 1.2 shows the expectation for the three light quark flavors, the red

curve shows the two light quarks calculation. The green curve shows the more realistic

calculation with two light quarks (u, d) and a heavy quark (s).

1.3 Nucleus-Nucleus Collisions

Nucleus-nucleus collisions can be considered as the interaction between the nucleons. In

high-energy heavy-ion collision experiments, two nuclei are accelerated to a very high

energy. They approach each other with velocities close to the speed of light. As a result,

these nuclei, which are spherical in shape are Lorentz contracted along the direction of

motion (beam direction or z-axis by convention). Due to this, their shape changes and

they look like a pancake. When the two nuclei collide, there is an overlap region depending

upon the impact parameter. The nucleons which come into this overlap region are called

participants and those which do not participate are called spectators. These are shown in

the Fig. 1.3. The collisions in which the impact parameter values are close to zero are

termed as central collisions, and those with large impact parameter values are termed as

peripheral collisions.

The dynamics of nucleus-nucleus collisions can be understood from the space-time

diagram with the longitudinal coordinate z and the time coordinate t, as shown in the

Fig. 1.4. Let us consider the head-on collision of two Lorentz contracted nuclei along

the beam direction or z-axis. Soon after the collision of two nuclei at (z, t) = (0, 0),

the nucleons inside the overlap regions of the two nuclei start interacting to produce

a dense matter with densities much higher than normal nuclear matter density. The

energy density and the temperatures reached can be so high that it may melt down the

constituents of the colliding nucleons into a soup of quarks and gluons. After a certain

time, the system will reach equilibrium and the deconfined quarks and gluons again will

start to hadronize. If this phase transition from quarks and gluons to hadrons is of first

order then it will go through a mixed phase at a certain critical temperature. In the

mixed phase, the temperature of the system is expected to be constant with the increase
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Figure 1.3: Collision of two nuclei A and B, with a non-zero impact parameter. Number
of participants and the spectators are also shown.

in the entropy and there will be co-existence of hadrons, quarks and gluons. Also, the

latent heat is used up to convert the quarks and gluons to hadrons. When all the quark

and gluon degrees of freedom are converted into hadronic degrees of freedom, the mixed

phase ends. The interactions, however, persist and the system expands and cools down.

When the inelastic interactions stop, resulting in no more new particles being produced,

we say the system has reached the chemical equilibrium. This time/temperature, at which

the inelastic interactions stop, is called the chemical freeze out time/temperature. After

this time, the particle ratios are fixed. However, the system keeps on expanding with

elastic collisions still going on and as a result, it keeps on further cooling. A time and

temperature is reached when the distance between any two particles in the medium is

larger than the average mean free path. At this point of time the elastic collisions also

stop. We call this time/temperature as kinetic freeze out time/temperature. The particles

at this point come out of the system and gets detected in the detectors.

Since we can only detect the final products of the collisions, which are the particles

after the freeze out, most of the information about the early stage of the collision, the QGP,

its properties and hadronization could have been washed out by final state interactions.
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Figure 1.4: Space-time diagram and different evolution stages of a relativistic heavy-ion
collision.

Yet, there are several signatures [17–21] which provide the information about the QGP

and early stage of the collision.

1.4 Probes of Quark-Gluon Plasma Formation

The size and duration of quark-gluon plasma are expected to be very small, at most a few

fm in diameter and perhaps 5 to 10 fm/c in duration. Furthermore, it is also important

to distinguish the signals of QGP from the background emitted from the hot hadronic gas

phase that follows the hadronization of the plasma. The QGP signals are also modified

by the final state interactions in the hadronic phase. Some of these signatures of the

quark-gluon plasma production are discussed in the following subsections.

1.4.1 Strangeness Enhancement

The strangeness content in hadronic matter and quark-gluon plasma are different. The

s and s̄ quarks are enhanced in quark-gluon plasma in chemical and thermal equilib-

rium [22]. As, in QGP scenario, quarks and gluons are produced in abundance. The

two possible main production channels for ss̄ pairs are qq̄ → ss̄ and gg → ss̄. If we
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consider the ss̄ production from the qq̄ interaction, it would take about 8 times the nat-

ural lifespan of a QGP fireball, to attain chemical equilibrium in strangeness. So it was

proposed by Rafelski and others that many quark-antiquark pairs are created dominantly

via the gluon-gluon fusion. In the QGP region, the energy available is so large that the

temperature attained is of the same order as the mass of strange quark. In such a case,

the coupling of gluons to the strange quarks will be similar to that with light quarks

and as a result, strange quark-antiquark would be produced more frequently as compared

to nucleon-nucleon collisions. The strangeness enhancement in a baryon rich matter can

also be a result of Pauli exclusion principle. Since initially the u and d quarks are in

abundance as compared to the s quarks, the uū and dd̄ pair production is prohibited by

Pauli exclusion principle, whereas for ss̄ production it can be neglected. Furthermore, the

u and d quarks annihilate respectively with the ū and d̄ antiquarks, while ss̄ annihilation

occurs less frequently until the saturation of s and s̄ abundances.

When we say the strangeness is enhanced, a question comes in mind that relative

to what it is enhanced. We observe the strangeness enhancement in terms of strangeness

enhancement factor. It is defined as the yield per participating nucleon of a given type

of strange particle in the heavy-ion collisions (e.g. Au+Au at RHIC) relative to strange

particle yield in a light reference system collisions (e.g. p + p at RHIC). Figure 1.5 shows

the strangeness enhancement as a function of average number of participating nucleons

(〈Npart〉) for K , φ, Λ̄ and Ξ+Ξ̄ for Au+Au and Cu+Cu collisions relative to p+p collisions

at 200 and 62.4 GeV in STAR experiment [23].

1.4.2 J/Ψ Suppression

In a quark-gluon plasma, the color charge of a quark is subject to screening due to the

presence of quarks and gluons in the plasma. This is called the Debye screening. The J/Ψ

particle is a bound state of charm quark c and charm antiquark c̄. Let us consider the

J/Ψ particle as a two-body system of a charm quark interacting with a charm antiquark,

without the quark-gluon plasma. Consider the c quark with a color charge q > 0 at the

origin and the c̄ antiquark with a color charge (−q) at r. The color potential from the c

quark as seen by the antiquark c̄ can be represented phenomenologically by the Coulomb
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potential

V0(r) =
q

4πr
(1.4)

There is also the confining linear potential between c and c̄ which increases with their

separation,

Vlinear(r) = kr, (1.5)

where k is the string tension coefficient. The potential energy for the cc̄ system is [24]

HI = (−q)
q

4πr
+ kr, (1.6)

which can be written as

HI = −αeff

r
+ kr, (1.7)

where, αeff = q2/4π. In a quark-gluon plasma, where quarks and gluons are deconfined,

the string tension is zero. Also in the QGP, the interaction between cc̄ is modified from
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Coulomb-type long-range interaction to the Yukawa-type short-range interaction

V (r) =
q

4π

e−r /λD

r
(1.8)

here, λD is the Debye screening length.

Figure 1.6: The (J/Ψ)/Drell-Yan cross-sections ratio as a function of Npart for three
analyses of the Pb+Pb collisions at

√
sNN = 17.3 GeV, divided by the normal nuclear

absorption values. The data are from NA50 experiment at SPS.

If we place a J/Ψ particle in the plasma, the Debye screening will weaken the inter-

action between c and c̄. This will modify the long-range Coulomb-type color interaction

between c and c̄ to turn it into a short-range Yukawa-type interaction, with the range

given by the Debye screening length λD. Within this distance λD, the attractive inter-

action between c and c̄ is effective but beyond this range, the attractive interaction is

ineffective, as the magnitude of the interaction diminishes exponentially with the dis-

tance. The Debye screening length λD is inversely proportional to the temperature. At

high temperatures, the range of the attractive interaction becomes so small as to make
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it impossible for the cc̄ pair to form a bound state. When this happens, the cc̄ system

dissociates into a separate c quark and c̄ antiquark in the plasma. The c quark and c̄

antiquark subsequently hadronize by combining with the light quarks or light antiquarks

to give “open charm” mesons as D(cū, and cd̄), D̄(c̄u, and c̄d), Ds(cs̄) and D̄s(c̄s).

In nucleus-nucleus collisions, J/Ψ particles are produced in the initial stage of the

collision process. If the quark-gluon plasma is formed in the region of J/Ψ production,

it will unbound the J/Ψ and hence final yield of the J/Ψ particles will be less. This is

called J/Ψ suppression. Therefore, the suppression of J/Ψ may be used as signature of

the quark-gluon plasma formation [25].

Fig. 1.6 shows the (J/Ψ)/Drell-Yan cross-sections ratio as a function of Npart for

three analyses of the Pb+Pb collisions at
√

sNN = 17.3 GeV, divided by the normal

nuclear absorption values. The data are from NA50 experiment at SPS [26]. This ratio is

less than unity for central collisions and around unity for peripheral collisions indicating

a clear suppression in central Pb+Pb collisions at
√

sNN = 17.3 GeV at SPS. However,

some theoretical developments revealed that the suppression can be explained by other

nuclear effects as well [27].

1.4.3 Direct Photons

Direct photons refer to those photons which carry information about the early stages of the

relativistic heavy-ion collisions. Direct photons are created in the thermally equilibrated

quark-gluon plasma through gluonic channels: qq̄ → γg, gq → γq and gq̄ → γq̄.

We know the photons interact with the particles through the electromagnetic in-

teraction. When photons are produced in the quark-gluon plasma region, they do not

participate much in the strong interactions with the quarks and gluons. Consequently,

their mean-free path is quite large and they may not suffer a collision after they are pro-

duced. As a result, they would keep the memory of the temperature at which they were

produced. In this way, they may provide the information about the quark-gluon plasma

created in the early stages of collisions and hence can serve as a signal of the QGP [28].

Unfortunately, the direct photon production is very small in a collision, and in

addition to that, there are other significantly contributing photon sources through the
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Figure 1.7: Direct photon spectra at RHIC energies measured by PHENIX.

evolution of the collision, especially photons from the hard scatterings in the QGP phase

or the photons from electromagnetic hadronic decay. If the direct photon yields are

separated from the backgrounds, they could reflect the dynamics of the quarks and gluons

in the system before hadronization. Direct photon yields have been obtained in the

PHENIX experiment at RHIC in Au+Au collisions at
√

sNN = 200 GeV. Figure 1.7

shows the transverse momentum spectra of the direct photon as measured in the PHENIX

experiment. The lines represent the theoretical calculations for different cases described

in [29]. Dashed line in the figure indicate hard photons from NLO pQCD calculations

and solid (dot-dashed) line represent the total (pQCD + thermal) photon yield obtained

from QGP initial state with Ti = 400 MeV, τi = 0.2 fm/c (or Ti = 590 MeV, τi = 0.15

fm/c). The results for which the in-medium effects are included (ignored), are shown by

the solid (dot-dashed) line. The data can be reproduced by assuming a deconfined state

of quarks and gluons with initial temperature ∼ 400 MeV and thermalization time scale

∼ 0.2 fm/c. The extracted average temperature (Tav) from photon spectra is found to be

∼ 265 MeV for the pT range 1.25–2.25 GeV corresponding to the thermal contributions.

This indicates that the temperature of the system formed after the collisions is higher
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than the temperature for deconfinement.

Figure 1.8: The invariant direct photon multiplicity for central Pb+Pb collisions at√
sNN = 17.3 GeV [30]. The model calculations [31] are shown in the form of lines.

Direct photon measurements have also been made in the WA98 experiment at SPS

at
√

sNN = 17.3 GeV [30]. Figure 1.8 shows the invariant direct photon multiplicity for

central Pb+Pb collisions at
√

sNN = 17.3 GeV [30]. The figure also shows the model

calculations [31] with the assumption that a chemically and thermally equilibrated quark-

gluon plasma is formed at τ0 = 1/3T0. The QGP is assumed to expand, cool, enter into a

mixed phase and attain freeze-out from a hadronic phase. QM represents the radiations

from quark matter in the QGP and mixed phase. HM represents the radiations from the

hadronic matter in the mixed and hadronic phase. T0 is the initial temperature of the

system and τ0 is the initial time.

1.4.4 Azimuthal Anisotropy or Flow

In the relativistic heavy-ion collisions, when there is a non-central collision, the particles

in the overlap region are subjected to the spatial anisotropy. This is because of the

almond-shape of the overlap region formed after the collision (see Fig. 1.9). The particles

which are along the short axis are subject to the more pressure gradient as compared

to those along the long axis. As a result, the initial spatial anisotropy is converted
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into the anisotropy in the momentum space. This momentum anisotropy will reflect the

time evolution of pressure gradients generated in the system at very early time [32, 33].

Thus, the collective transverse expansion or flow of the produced particles can provide

Figure 1.9: Schematic diagram showing the initial spatial anisotropy created after the
non-central heavy-ion collision, converted into the anisotropy in momentum space.

information of the creation of a hot and dense system or QGP, formed very early in the

non-central collisions [34].

The anisotropy in the momentum space can be quantified by studying the azimuthal

distribution of produced particles with respect to the reaction plane. The reaction plane

is a plane spanned by the beam direction and the direction of the impact parameter.

The azimuthal distribution of the produced particles can be decomposed into the Fourier

series:

E
d3N

d3p
=

1

2π

d3N

pT dpT dy

(
1 +

∞∑
n=1

2vncos(n[φ − Ψr])

)
(1.9)

where Ψr is the reaction plane angle. The zeroth harmonic in the above Fourier decom-

position represents the radial flow, first harmonic (v1) is called the directed flow and the

second harmonic (v2) is called the elliptic flow.

1.4.4.1 Directed Flow

Directed flow describes collective side-ward motion of the produced particles and nuclear

fragments. It carries the information of the very early stages of the collision [35]. A first

order phase transition is associated with the presence of ‘softest point’ in the equation of

state (EOS) and in the transition region, the tendency of matter to expand is reduced [36,
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Figure 1.10: Top panel: Directed flow of charged particles as a function of pseudorapidity
measured in STAR experiment [43]. Lower panel: mid-pseudorapidity region shown in
more detail.

37]. It was proposed that the softening of equation of state can be deduced experimentally

by observing a minimum in the directed flow as a function of beam energy [38, 39]. It

was suggested that the softening of EOS, which shows a distinct flow pattern, is due

to the possible formation of QGP [40]. Also the hydrodynamic calculations assuming

QGP show that the directed flow when plotted as a function of rapidity, crosses zero

three times around midrapidity, displaying a wiggle shape which is predicted to occur in

the close-to-central collisions. It is shown in Ref. [41] that the wiggle in v1(y) could be

produced by a tilted, ellipsoidally expanding fluid source with QGP. The magnitude of

v1(y) becomes large when the source is more titled. However, the RQMD (Relativistic

Quantum Molecular Dynamics) model calculations also describe the wiggle shape [42]

(see Fig. 1.10). RQMD model is a microscopic nuclear transport model which does not

assumes the formation of QGP. The wiggle predicted by this model appears in peripheral

and mid-central collision events.
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Figure 1.10 shows the charged particle v1 as a function of pseudorapidity, η, for

10–70% collision centrality in Au+Au collisions at
√

sNN = 62.4 GeV [43]. The results

are shown for three different methods employed to calculate v1, which are observed to be

consistent with each other. Also shown are the results from the AMPT [44], RQMD [35]

and UrQMD [45] model calculations for same collision energy, system and centrality. The

arrows in the upper panel indicate the direction of flow for spectator neutrons. It is found

that the models under-predict the charged particles v1 around mid-pseudorapidity (see

lower panel), but are in good agreement for higher |η|. It can be seen that no apparent

wiggle structure, as discussed above, is observed within the measured pseudorapidity

range for this data set.

1.4.4.2 Elliptic Flow

Elliptic flow is expected to develop early in the collision and survives the hadronization,

hence the hadron v2 measurements carry the information from the partonic and hadronic

level of the collision [46]. Elliptic flow is “self-quenching” [35, 47], and any flow anisotropy

measured in the final state must have been generated early when the collision fireball was

still spatially deformed. If the elliptic flow does not develop early, it will never develop at

all. It thus reflects the pressure and stiffness of the equation of state during the earliest

collision stages [35, 47–49]. The advantage in having the elliptic flow observable as a QGP

signature (in contrast to many other signatures) is it can be easily measured with high

statistical accuracy since it affects all the final state particles.

Elliptic flow results from the STAR show that the elliptic flow as a function of pT

follow distinct curves for mesons and baryons [50, 51]. STAR also reported a non-zero

elliptic flow for strange baryons (Ω, Ξ, Λ) and mesons (K0
S) [50, 51]. In this scenario,

where multi-strange baryons are less affected by the hadronic stage [52] and where v2

develops primarily at the early stage of the collision [47, 53], the large v2 of multi-strange

baryons shows that the partonic collectivity is generated at RHIC.

Figure 1.11 shows very interesting result for elliptic flow which is called the con-

stituent quark scaling. In this figure, nq-scaled v2 is plotted as a function of nq-scaled

pT for π, K0
S, p, Λ, Ξ, and Ω. We observe that all hadrons except for pions, fall on a
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common curve. This suggests that partonic degrees of freedom are the constituent quarks.

In addition, the good agreement for p(uud), Λ(uds), Ξ(dss), and Ω(sss) suggests that s

quark flows similarly to u, d quarks.

1.4.5 High pT probes

Highly energetic partons when propagating through a dense medium lose energy via the

two phenomena - collisional energy loss due to elastic scattering, and multiple scattering

and induced gluon radiation [54]. It was proposed that the energy loss of partons in

QGP is much higher than that in hadronic matter [55]. This phenomenon leads to the

jet quenching [56, 57], which is defined as the suppression of high pT hadron yields in

nucleus-nucleus (e.g. Au+Au) collisions relative to that in a p + p collision scaled by the

number of elementary nucleon-nucleon collisions. The observable used to measure such

an effect is called the Nuclear Modification Factor (RAA). It can be given as -

RAA =
d2NAA/dpT dη

TAAd2σNN/dpT dη
(1.10)

where TAA = 〈Nbin〉/σNN
inel from a Glauber calculation accounts for the nuclear collision

geometry.
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Figure 1.12 shows the measurement of RAA(pT ) for unidentified charged hadrons for

different collision centralities in Au+Au collisions at STAR experiment [58]. We observe

that for 6 < pT < 10 GeV/c, RAA(pT ) is suppressed for each collision centrality (except

peripheral collisions). However, RAA(pT ) is much more suppressed (by a factor of 4-5) in

central Au+Au relative to p + p collisions. As can be seen from the figure, the Cronin

enhancement and shadowing alone cannot explain the suppression, which is reproduced

only if parton energy loss in dense matter is included. The suppression of RAA(pT ) at high

pT was predicted to be one of the signature of QGP formation [56, 59]. The peripheral

RAA(pT ) is in agreement with p + p measurement indicating that strong medium effects

are only taking place in central collisions.

Partonic energy loss is also observed by using two particle azimuthal correlations.

During the early stage of the collision, hard scattering of partons results in the production

of jets and di-jets. Jet is a localized collection of hadrons which come from a fragmented
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Figure 1.13: Schematic diagram showing jets produced from hard scattering.
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Figure 1.14: Jet azimuthal correlations for Au+Au, d+Au and p+p collisions at
√

sNN =
200 GeV measured in STAR experiment [60].
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parton. Figure 1.13 shows a schematic diagram of a hard scattering process with the

presence of a medium. The scattered partons will fragment into many co-moving hadrons

via the processes of jet fragmentation. Ideally due to momentum conservation the total

transverse momentum of all produced hadrons in the center of mass should be equal to

zero. If we formed a di-hadron correlation function in ∆φ, we expect a peak at zero

which represents the same side correlations (correlations within the same jet cone) and

another peak at 1800 which represents the away side correlations (correlation between two

different jet cones).

Figure 1.14 shows the jet azimuthal correlations in Au+Au, d+Au and p+p collisions

at
√

sNN = 200 GeV, as measured by STAR experiment [60]. The upper panel (a)

shows the distributions for central and minimum bias d+Au collisions, and the lower

panel (b) shows these distributions for the central Au+Au and minimum bias p + p

collisions. In central Au+Au collisions, it is found that the away side correlations are

totally quenched, whereas large away side correlations exist for d+Au and p+p collisions.

These measurements indicate that the medium created in central Au+Au collisions causes

a strong suppression effect on the away side correlation. The suppression of away side

correlations is simply due to the fact that particles emitted on the away sides always

need to travel a longer distance through the medium compared to the same side particles.

Such a geometry effect is confirmed by measuring the difference in suppression between

particles close to the reaction plane (in plane) and perpendicular to the reaction plane (out

of plane) [61] . The conclusion from the high pT probes at RHIC is that the suppression

is a final state effect and is due to the medium induced energy loss. However, if both the

ptrig.
T and passoc.

T thresholds [62] are increased, away-side partner fragmenting as in vacuum

can be recovered.

1.4.6 Hanbury Brown-Twiss (HBT) Effect

Equation of state of nuclear matter is a key point in further understanding of the properties

of QGP since it directly provides the relationship between the pressure and energy at a

given net-baryon density. Phase transitions from hadronic degrees of freedom (or hadron

gas) to the quark-gluonic degrees of freedom (or QGP) require changes in the underlying
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equation of state [63]. The information of the QCD equation of state can be extracted

from the collective dynamics studies of heavy-ion collisions. Lattice QCD simulations

suggest that the speed of light (cs) is expected to reach a minimum near the critical

temperature, Tc and then increase in the hadronic gas domain. At Tc, the equation of

state is expected to be softest [64]. If the matter is produced near this point, it will expand

slowly due to internal pressure which results in the increased lifetime of the emission source

or fireball [65]. So it is important to know about the space-time configuration of the source

or fireball created in the high-energy heavy-ion collisions and system lifetime of the nuclear

collisions. The technique used to extract information about the space-time configuration

of the source is called the Hanbury Brown-Twiss (HBT) effect. This technique is based

on the two-particle intensity interferometry techniques and was first applied by Robert

Hanbury Brown and Richard Twiss, in astrophysics to measure sizes of stars [66]. Later

on, HBT became a very useful method to understand the crucial mechanisms and equation

of state of the particle emitting source [67] in relativistic heavy-ion collisions, where the

QGP is expected to be formed.

The observable used to measure the prolongation of the lifetime of fireball (or as

signature of QGP) is the ratio of the HBT radii Rout (RO) and Rside (RS). These radii are

obtained from the inverse of widths of the two-particle correlation functions in the outward

and the side-ward directions, respectively. It is proposed that the ratio Rout/Rside will be

enhanced in case of first order phase transition with respect to the ideal gas case, where

there is no such transition [65]. In heavy-ion collisions, the HBT correlation functions

are mainly studied with pions (most abundantly produced) and direct photons (carry the

initial information of collision system).

Figure 1.15 shows the ratio RO/RS as function of lab frame energy (Elab) for nega-

tively charged pions [68]. The NA49 data are indicated by solid stars. UrQMD cascade

calculation is shown by dotted line. Hybrid model calculations with equation of state of

Hadron Gas (HG), Bag Model (BM), and Chiral + HG (CH), with Hadronic rescattering

and Resonance decays (HR) are shown by lines with solid symbols. The HG equation

of state (HG-EoS) is shown for various freeze-out criteria with HR and without HR by

dashed lines with open symbols. The kT bin chosen is 200–300 MeV/c. It is clearly seen
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Figure 1.15: Ratio RO/RS as function of lab frame energy (Elab) for negatively charged
pions as source [68].

that the ratio RO/RS is sensitive to the equation of state, but not to the HG-EoS with

different freeze-out prescriptions when HR is included (open triangles and open inverted

triangles). With increasing latent heat which corresponds to softness of equation of state,

the ratio RO/RS is increased. The “excessively” large latent heat in BM-EoS results in a

long duration time of the pion source and hence a large RO/RS ratio. The chiral equation

of state (CH-EoS) exhibits a lower RO/RS ratio because the first order phase transition

is less pronounced. The calculation with HG model (line with solid squares) leads to

smallest RO/RS ratio due to the most stiffest equation of state among the three cases.

The result of the cascade calculation lies between the CH and BM models, which implies

a relatively soft equation of state.

1.4.7 Event-by-Event Fluctuations and Correlations

The event-by-event fluctuations of suitably chosen observables in heavy-ion collisions can

provide information about the thermodynamic properties of the hadronic system at freeze-
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out [69]. As discussed earlier, the lattice QCD calculations suggest a phase transition in

strongly interacting matter with the increase in number of effective degrees of freedom [70].

Fluctuations are very sensitive to the nature of the transition. For example, specific heat

diverges at the second order phase transition, and the fluctuations decrease drastically if

the matter freezes out at critical temperature, Tc [69, 71–73]. It has been proposed that

the temperature fluctuation is related to the heat capacity [71, 72] via

〈(∆T )2〉
T 2

=
1

CV (T )
, (1.11)

and can tell about thermodynamic properties of the matter at freeze-out. Furthermore,

Mrówczyński has proposed that the event-by-event fluctuations of the particle number are

related to the compressibility of hadronic matter at freeze-out [74]. The mean transverse

momentum (〈pT 〉) in an event could provide information about specific heat as explained

below. One can measure the 〈pT 〉 of the charged particles in each event in an ensemble.

Since the average transverse momentum of particles from an ensemble of events reflects

(although does not equal) the temperature of the ensemble, one can use 〈pT 〉 of particles

in a single event as a reflection of temperature of a single event and by using Eq. (1.11),

can have the idea of CV .

Fluctuations involve two components, statistical and non-statistical (or dynamic).

Statistical fluctuations arise from the stochastic nature of the particle production and

detection processes. The dynamic fluctuations arise due to correlations in various particle

production processes. Possible observation of dynamic fluctuations associated with the

phase transition would give direct information about the order of transition and the effec-

tive degrees of freedom in the earlier phase [69]. There are numerous observables which

can be used to measure dynamical pT fluctuations in high-energy heavy-ion collisions. A

natural one is the distribution of the average transverse momentum of the events defined

as [75]

〈pT 〉 =
1

N

N∑
i=1

pTi
, (1.12)

where N is the multiplicity of accepted particles in a given event and pTi
is the trans-

verse momentum of the ith particle. The distribution of 〈pT 〉 is usually compared to the



26 CHAPTER 1. INTRODUCTION

> (GeV/c)
T

<p
0.52 0.54 0.56 0.58 0.6 0.62 0.64

C
ou

nt
s

1

10

210

310

410

Real

Mixed

 functionΓ Au+Au 200 GeV

Figure 1.16: Event-wise mean pT distribution for top central Au+Au collisions at
√

sNN =
200 GeV measured in STAR experiment [76].

corresponding distribution obtained for “mixed events” in which the particles are inde-

pendent from each other and follow the experimental inclusive spectra (the multiplicity

distribution for mixed events is the same as for the data). A difference between the two

distributions signals the presence of dynamical fluctuations. The STAR experiment re-

ported finite dynamical fluctuations present in the data for Au+Au collisions at
√

sNN =

20, 62.4, 130 and 200 GeV [76]. Figure 1.16 shows the event-by-event 〈pT 〉 distribution

for Au+Au collisions at
√

sNN = 200 GeV. The lines are the gamma distributions. It

can be clearly seen that the distribution for data are broader as compared to those for

mixed events, indicating the presence of dynamic fluctuations in the data. It is proposed

that first increasing and then saturating trend of pT fluctuations and 〈pT 〉, as a function

of number of participating nucleons could be related to the phenomena associated with

QCD transitions and onset of thermalization [77]. The dynamical fluctuations can be

analyzed by using two-particle transverse momentum correlations [76]. It is proposed

that the non-monotonic change in pT correlations as a function of centrality and/or as

the incident energy can be treated as a signal of QGP [78].
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1.5 Photon Multiplicity Measurements

Most of the studies in high-energy heavy-ion collisions have been carried out with charged

particle measurements [79]. Since it is difficult to measure precisely the photon distri-

butions, there are very few measurements of photon multiplicity reported earlier [80, 81].

However, photon multiplicity as an additional observable will definitely provide a better

understanding to the well established methods of charged hadrons measurements. Photon

multiplicity is measured using the Photon Multiplicity Detector (PMD) [82]. Photon mul-

tiplicity and pseudorapidity distributions have been obtained previously in experiments

at CERN at SPS. Presently, PMD is installed at STAR experiment at RHIC. In ALICE

experiment at CERN, PMD is now being installed and will provide further understanding

of the nucleus-nucleus collisions at such a high-energy (
√

sNN = 5.5 TeV).

Various physics goals which can be achieved by using observables from PMD are

discussed below. PMD is helpful in the determination of reaction plane and probes of

thermalization via studies of azimuthal anisotropy and flow. Earlier, we have mentioned

that azimuthal anisotropy could be a possible signature of the QGP. It is suggested that

if flow occurs in the plasma state, then the subsequent hadronization may affect the kine-

matic quantities of different particle species differently. It is therefore desirable to measure

the azimuthal anisotropy of different particle species in the final state. It is advantageous

to study the event shapes with photons because their transverse distribution and that of

the parent pions is not affected by the final-state Coulomb effects. Photon multiplicity

measurements using a preshower PMD have already been used to study collective flow at

the SPS [83] and RHIC energies [84] using the Fourier expansion technique.

In the QGP scenario, chiral symmetry is proposed to be restored. After the initial

stage of the collision, the system cools and expands leading to normal QCD vacuum in

which the chiral symmetry is spontaneously broken. During this process, a metastable

state may be formed in which the chiral condensate is disoriented from the true vacuum di-

rection. This transient state would subsequently decay by emitting coherent pions within

finite sub-volumes or domains of the collision region [85]. This possibility of formation of

disoriented chiral condensate (DCC) would lead to a large imbalances in the production
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of charged and neutral pions. The primary signature of DCC is a large event-by-event

fluctuation in photon to charged-particle multiplicity by measuring photons and charged

particles in a common coverage. Some of the interesting observations of the photon mul-

tiplicity are discussed in the following subsections.

1.5.1 Photon Pseudorapidity Distribution

High-energy heavy-ion collisions lead to the production of large number of particles and

measuring these produced particles is one of the major challenges of this field. One con-

venient way to measure the particles and to describe the heavy-ion collisions is measuring

the particle density in rapidity (or pseudorapidity). Studying particle density directly

reflects how much of the initial beam energy can be converted to new particles and it

is therefore directly related to the stopping mechanism of the initial protons and nucle-

ons. Thus, the particle multiplicity contains information about the entropy of the system

and the gluon density in the first stage of the collision. There have been measurements

of charged particle pseudorapidity distributions (dNch/dη), and this motivated people to

understand the photon pseudorapidity distributions (dNγ/dη) in heavy-ion collisions and

see how these compare with charged particles.

1.5.2 Scaling with Number of Participants

The scaling of particle multiplicity with average number of participating nucleons (〈Npart〉)
suggests that the particle production at RHIC is dominated by soft processes, whereas

scaling with average number of binary collisions (〈Nbin〉) indicates the onset of hard pro-

cesses (pQCD jets). It was first shown by PHENIX experiment that the charged particle

production scales with a combination of 〈Npart〉 and 〈Nbin〉 [86]. The PHOBOS experi-

ment showed that such scaling has a pseudorapidity dependence [87, 88]. Figure 1.17

(left panel) shows detailed study of the centrality dependence of the charged particle den-

sity from PHOBOS experiment. The panel (a) shows total charged particles detected

within the range |η| < 5.4 for Au+Au collisions at
√

sNN = 200 GeV. Panels (b)-(f) show

the 〈Npart〉 dependence of dNch/dη per participant nucleon pair (〈Npart/2〉), plotted for

five pseudorapidity bins ranging from |η| < 1 to 5 < |η| < 5.4. The charged particles
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Figure 1.17: Left panel: (a) Total number of charged particles detected within the range
|η| < 5.4, and (b)-(f) Centrality dependence of dNch/dη for different ranges of |η|, for
Au+Au collisions at

√
sNN = 200 GeV [87]. Right panel: Number of produced pions

scaled by 〈Npart/2〉 as a function of 〈Npart〉 for Au+Au and Cu+Cu collisions at
√

sNN =
62.4 and 200 GeV at midrapidity measured at RHIC.

scale with the 〈Npart〉 at forward rapidity. Furthermore, Fig. 1.17 (right panel) shows the

number of pions divided by 〈Npart/2〉 as a function of 〈Npart〉 for Au+Au and Cu+Cu

collisions at
√

sNN = 62.4 and 200 GeV at midrapidity. It is observed that number of

pions per average number of participating nucleon pair increases with increase in 〈Npart〉
at midrapidity. It is also known that the photons which are measured in the PMD, come

dominantly from the pion decay. In view of these observations, it will be of interest to see

the 〈Npart〉 dependence of photons, which are measured at forward rapidity in PMD. In-

deed the photons scale with the 〈Npart〉 at forward rapidity as reported in the Refs. [89, 90].

Clearly the particle production mechanism is different in different pseudorapidity regions.

1.5.3 Longitudinal Scaling

At RHIC, the longitudinal scaling of charged particles has been observed in heavy-ion

collisions. Particles near beam and target rapidity were proposed to be governed by the
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cleon pairs as a function of η−ybeam for different collision centralities and different center
of mass energies [94].

“limiting fragmentation hypothesis” [91]. In this model, the momentum distribution of

particles of species in the rest frame of one of the original colliding hadrons (commonly

denoted with a prime to distinguish it from the center-of-mass frame), Ed3N/dp′3, or

equivalently d3N/p
T
dy′dp

T
dφ, becomes energy-independent at high enough collision en-

ergy. The basic concept is that projectile hadron when seen from the target, appears to

be Lorentz-contracted into a very narrow strongly-interacting pancake (as discussed ear-

lier). When this projectile passes through the target, the interaction leaves behind a state

which does not depend on the energy or even identity of the projectile. This state then

fragments into a final state distribution of particles, Ed3N/dp′3. The produced particles

were assumed to be restricted in a rapidity window around y′ = 0, leading to scarcity of

particles at midrapidity in a very high-energy hadron-hadron collisions [92].

At RHIC, it was observed that when charged particle and photon pseudorapidity

density, normalized by 〈Npart/2〉, are plotted as a function of |η| − ybeam (where ybeam is

beam rapidity), the distributions are independent of beam energy. This is called “longitu-

dinal scaling” at RHIC. The BRAHMS experiment first reported the longitudinal scaling

which is independent of both collision centrality and beam energy over a limited range of

rapidity [93, 94] (see Fig. 1.18). On the other hand, the PHOBOS experiment observed the
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longitudinal scaling which was found to be broken when studied as a function of collision

centrality [87, 88] (see Fig. 1.19, bottom panel). The longitudinal scaling when studied

for photons, was found to be independent of collision centrality and beam energy [89, 90]

(see Fig. 1.19, top panel).

1.6 Transverse Momentum Spectra

Identified particle spectra in transverse momentum is very useful in extracting initial con-

ditions like chemical and kinetic freeze-out properties of high-energy heavy-ion collisions.

In hydrodynamics, a given initial condition is mapped to final spectra that depends on the

equation of state. Transverse momentum (pT ) spectra are usually studied by calculating

the invariant cross section given by:

E
d3N

dp3
=

1

2πpT

d2N

dpT dy
, (1.13)
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where E is the particle energy and d2N/dpT dy represents an event-wise yield density.

The pT spectra can be characterized by extracting yield (dN/dy), inverse slope pa-

rameter (T ) and average transverse momentum (〈pT 〉) or average transverse mass (〈mT 〉).
These quantities are discussed in the following subsections.

1.6.1 Yield and Ratios

The inclusive particle yield (dN/dy) at midrapidity for each identified particle is calculated

from the available measured pT range and extrapolating up to the unmeasured region.

Yields are very useful in understanding the dynamics of collisions. For example, low energy

collisions are dominated by the incoming nuclei which undergo a significant stopping in

the collision zone. This will result in higher yield of nucleons (e.g. protons) at midrapidity

at low energy. On the other hand, at higher energies, the nuclei become more transparent

and contribution due to stopping will be less. Yields are used to obtain the particle ratios
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Figure 1.20: Beam energy dependence of K/π ratio at midrapidity in heavy-ion collisions.
The AGS, SPS, and RHIC data points are from the Refs. [95], [96], and [97], respectively.

which are useful in understanding the mechanisms involved in the particle production in

heavy-ion collisions. In heavy-ion collisions, various ratios have been studied at different
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center of mass energies at AGS, SPS, and RHIC. The K/π ratio at midrapidity is of

interest as it expresses the enhancement of strangeness production relative to non-strange

hadrons in heavy-ion collisions compared to p + p collisions. The K+/π+ ratio shows a

very interesting behavior as function of beam energy as shown in Fig. 1.20. It increases

as function of collision energy, then decreases after
√

sNN = 7.7 GeV, and gets saturated

with increasing collision energy. This is very interesting observation first observed by

the NA49 experiment at SPS [96]. The region where maxima observed, is generally

referred to as “horn”. It has been proposed that the beam energy dependence of K/π

ratio can be explained if the relevant degrees of freedom are assumed to be quarks and

gluons [98]. However, various hadron resonance gas models could also explain the beam

energy dependence of K/π ratio [99].

1.6.2 Average Transverse Momentum and Mass

Changes in the measured spectral shapes by collision type, energy and centrality can be

characterized by the average transverse momentum. It can be obtained as:

〈pT 〉 =

∫
1

2πpT

dN
dydpT

× 2π × p2
T × dpT∫

1
2πpT

dN
dydpT

× 2π × pT × dpT

, (1.14)

where the numerical integration goes from 0 to 10 GeV/c. It has been proposed that

the anomalous behavior of the 〈pT 〉 as a function of measured charged particle multi-

plicity (Nch) can indicate the phase transition from the hadronic to quark-gluon plasma

phase [100]. According to Van Hove [100], charged particle multiplicity is proportional to

the entropy. The entropy is created early in the collision at thermalization, and followed by

hydrodynamical adiabatic expansion with conserved entropy. The shape of the transverse

momentum spectrum carries the combined effect of the temperature in the collision and

the expansion of the system. The average transverse momentum increases as a function of

charged particle multiplicity. In the phase transition scenario, the entropy is expected to

increase but the temperature is expected to remain nearly constant. Accordingly, the 〈pT 〉
is expected to reach a plateau at large charged particle multiplicities. Figure 1.21 (top

panel) shows the 〈pT 〉 as a function of dNch/dy for Au+Au collisions at 62.4, 130 and 200

GeV. The minimum bias p+p data and d+Au data are also shown. We observe that 〈pT 〉
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for a given particle species are same within errors at all energies. This suggests similar

system evolution for different energies despite different initial conditions (energy density

and baryon constant of the collisions zone). It is observed that 〈pT 〉 for pions increases

slightly with centrality for Au+Au collisions. For kaons, protons and anti-protons, the

〈pT 〉 increases significantly with centrality.
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Figure 1.21: Top panel: Mean pT as a function of dNch/dy for Au+Au collisions at√
sNN = 62.4, 130 and 200 GeV [97]. Results from minimum bias p + p and d+Au

collisions are also shown. Bottom panel: 〈mT 〉−m as a function of center of mass energy
for charged kaons [95–97].

To seek a better understanding of spectral shape evolution, it is better to investigate

average transverse mass (〈mT 〉) rather than 〈pT 〉 [101]. The average transverse mass is
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given by mT =
√

p2
T + m2, where m is the rest mass of the particle. The spectra can be

fitted with the exponential mT function as given below:

d2N

2πmT dmT dy
≈ C.e−mT /T , (1.15)

where T is the inverse slope parameter and the average transverse mass is given by:

〈mT 〉 = T + m +
T 2

m + T
, (1.16)

Figure 1.21 (bottom panel) shows the 〈mT 〉−m as a function of center of mass energies for

kaons. The data are taken from the Refs. [95–97]. There is a plateau region observed at

around SPS energies in this figure which is similar to that observed in the 〈pT 〉 vs. dNch/dy

plot (top panel). It is proposed that the plateau region occurs at the energies where the

transition between confined and deconfined matter is expected to be located [101]. So

the observed plateau region in Fig. 1.21 (bottom panel) might indicate the onset of the

phase transition. This plateau region observed for kaons seems to increase towards the

RHIC energies. For pions, this region is the flattest and for protons it is observed to be

increasingly steepest as we go towards the higher energies.

1.6.3 Freeze-Out Properties

We know that the high-energy heavy-ion collisions lead to a fireball in the collision region,

which undergo expansion with time. The pressure generated in the fireball during the

collision process boosts the produced particle away from the center of the collision. In

this process, the particles interact among themselves elastically and in-elastically. This

leads to the chemical and thermal equilibrium among the produced particles. Specifically

these equilibria are called as “chemical and kinetic freeze-out” in heavy-ion collisions.

Chemical freeze-out describes the point where inelastic processes that convert one kind

of hadronic species into a different one, cease and the hadron abundances stop changing.

Thermal freeze-out defines the point where the momenta of the particles stop changing,

i.e. where all types of momentum-changing collisions, elastic and inelastic cease.

The measured particle abundance ratios are fitted using the chemical equilibrium

model [102–105]. The model assumes that the system is in thermal and chemical equi-
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Figure 1.22: Top panel: Baryon chemical potential extracted for central heavy-ion colli-
sions as a function of the collision energy. Bottom panel: The extracted chemical (red
points) and kinetic (black points) freeze-out temperatures for central heavy-ion collisions
as a function of the collision energy. The figure is taken from the Ref. [97].

librium at that stage. The model fit parameters are the chemical freeze-out tempera-

ture (Tch), the baryon and strangeness chemical potentials (µB and µS), and the ad hoc

strangeness suppression factor, γS.

The pT spectra of the particles are well described by the hydrodynamics-motivated

blast-wave model [33, 106–111]. The blast wave model makes the simple assumption that

particles are locally thermalized at a kinetic freeze-out temperature and are moving with

a common collective transverse radial flow velocity field. The common flow velocity field

results in a larger transverse momentum of heavier particles, leading to the change in the

observed spectral shape with increasing particle mass. The measured spectra of all the
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particle species are simultaneously fitted with blast wave model. The fit parameters are

the kinetic freeze-out temperature (Tkin), the average transverse flow velocity (〈β〉) and

the exponent of the assumed flow velocity profile (n).

Figure 1.22 (top panel) shows the baryon chemical potential extracted from chem-

ical equilibrium model fits to central heavy-ion data at various energies. The extracted

µB falls monotonically from low to high energies. The low value of µB at midrapid-

ity at high energy is because fewer baryons can transport over the larger rapidity gap.

Fig. 1.22 (bottom panel) shows the evolution of the extracted chemical and kinetic freeze-

out temperatures as a function of the collision energy in central heavy-ion collisions. The

extracted Tch rapidly rises at SIS and AGS energy range, and saturates at SPS and RHIC

energies. This suggests that the central heavy-ion collisions can be characterized by a

unique, energy independent chemical freeze-out temperature. The value of Tch at higher

energies is close to the phase transition temperature predicted by Lattice QCD [112]. This

suggests the collision system at high energies decouples chemically at the phase boundary.

On the other hand, the extracted kinetic freeze-out temperature rises at SIS and AGS en-

ergies, and decreases at higher energies, especially at RHIC energies. At low energies, the

extracted Tkin is similar to Tch. This suggests that kinetic freeze-out happens relatively

quickly after or concurrently with chemical freeze-out. As the collision energy increases,

the two extracted temperatures begin to separate (around
√

sNN = 10 GeV). The Tch

increases and Tkin decreases thereafter, suggesting that towards the higher energies, Tkin

occurs long after the Tch. This indicates that there is a longer time during which the

particles scatter elastically, building up additional collective motion in the system while

it undergoes further expansion and cooling.

1.7 Terminology and Kinematic Variables

High-energy heavy-ion physics is an emerging field which has a unique and new termi-

nology. In this section, we will provide general introduction to the terms and concepts

which are commonly used in heavy-ion physics and which will be used in this thesis. In

high-energy heavy-ion experiments, two nuclei moving with relativistic energy are collided
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with each other. Accordingly, one can define the following terms.

• Center of Mass Energy (
√

sNN): This is the total energy created per nucleon in

the center of mass frame, when two heavy-ions collide with each other. Suppose in

a collider (e.g. RHIC), a Au beam can be accelerated to 100 GeV per nucleon. In

the collision of a Au nucleus with another Au nucleus in such a collider, the energy

carried by each nucleus is about 100 × 197 GeV, or 19.7 TeV, and the center of mass

energy
√

s is about 2 × 197 GeV, or 39.4 TeV. This is in general can be written as
√

sNN = 200 GeV.

• Event: When a collision occurs in heavy-ion experiments, it is called an event.

Each heavy-ion experiment consists of a group of complementary detectors which

are centered around the beam crossing point where events occurs.

• Multiplicity: The collision of heavy-ions may produce a large number of particles.

The number of particles produced in a particular event is called the event’s multiplic-

ity. Within an experiment there are many individual detectors which are optimized

to detect particular types of particles. e.g. some detectors measure charged parti-

cles, some may detect neutral particles.

• Acceptance: Each detector has a certain area in which it is able to detect the

particles. This area is called the acceptance of that detector. The probability that

a certain particle will reach a detector depends on its acceptance.

• Efficiency: Efficiency is basically the ratio of number of particles detected by a

detector to the number of particles falling within its area.

• Vertex: The position of origin of an event is called the event vertex. All the

produced particles of an event originate from a particular event vertex where the

collision has occurred.

• Momentum, Transverse Momentum, Polar Angle and Azimuthal Angle:

The most convenient coordinate system to describe a collision is often a combination

of cylindrical and spherical coordinates. Let us assume an event to be occurred at the
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Figure 1.23: Coordinate system describing the heavy-ion collision system.

center of a Cartesian coordinate system. The beam direction is usually along the z-

axis. The Fig. 1.23 represents the coordinate system describing a heavy-ion collision.

The momentum vector p can be decomposed into two components, longitudinal

component along the beam axis, and a transverse component perpendicular to the

beam direction. The x-y plane is represented in cylindrical coordinates as a vector

with magnitude pT , called as transverse momentum. The angle made by total

momentum vector p with the z-axis is called the polar angle (θ) and that made by

pT with the x-axis is called the azimuthal angle (φ). We can write following relations

for these quantities:

px = p × sin θ × cos φ; (1.17)

py = p × sin θ × sin φ; (1.18)

pz = p × cos θ; and (1.19)

pT =
√

p2
x + p2

y. (1.20)
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• Rapidity and Pseudorapidity: Another useful variable commonly used to de-

scribe the kinematic condition of a particle is called the rapidity variable (y). The

rapidity of a particle is defined in terms of its energy-momentum components:

y =
1

2
ln

[
E + pz

E − pz

]
. (1.21)

Rapidity is a dimensionless quantity related to the ratio of the forward light-cone

momentum to the backward light-cone momentum. It can be either positive and

negative. In the relativistic limit, the rapidity of a particle travelling in the longitu-

dinal direction is equal to the velocity of the particle in units of speed of light. The

rapidity of the particle depends on the frame of reference and is additive in nature

if one goes from one frame to another.

The calculation of rapidity requires the information of energy and longitudinal mo-

mentum. However in many experiments it is only possible to measure angle of the

particle relative to the beam axis. So to characterize a particle in that case, a new

variable pseudorapidity is introduced and is defined as:

η = − ln [tan(θ/2)] , (1.22)

where θ is the angle between the particle momentum p and the beam direction z

(see Fig. 1.23). In terms of momentum the pseudorapidity can be defined as:

η =
1

2
ln

[ |p| + pz

|p| − pz

]
. (1.23)

Comparing Eqs. (1.21) and (1.23), it can be seen that y = η when the momentum

is large or when E = p.

1.8 Organization of Thesis

The results presented in this thesis involve the study of various observables to understand

the particle production mechanism in high-energy heavy-ion collisions and to study the

formation of QGP. In chapter 2, we discuss the details of STAR detector and its subsys-

tems. Chapter 3 presents the details of Photon Multiplicity Detector (PMD) and results
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obtained from it using the data from Au+Au and Cu+Cu collisions at
√

sNN = 62.4 and

200 GeV. In chapter 4, we discuss results from the lowest collision energy (
√

sNN = 9.2

GeV) so far at RHIC. In this chapter, we discuss results of identified hadron spectra,

ratios, and freeze-out parameters. In addition, we compare these results with different

lower and higher collision energies. In chapter 5, the results of transverse momentum

fluctuations and correlations for Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, are

discussed. These results are compared with the published results from Au+Au collisions

at similar energies. Finally, in chapter 6, we give conclusions.
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[7] C. Höhne, Internat. J. Mod. Phys. E 16, 2419 (2007); Nucl. Phys. News 16, 1 (2006).

[8] S. Gottlieb, J. Phys. Conf. Ser. 78, 012023 (2007).

[9] USA-NSAC 2007, Long-range plan.

[10] K. H. Ackermann et al., Nucl. Instr. Meth. A 499, 624 (2003).

[11] The NA61/SHINE homepage [http://na61.web.cern.ch]; A. Laszlo [NA61/SHINE

Collaboration], Nucl. Phys. A 830, 559C (2009) [arXiv:0907.4493 [nucl-ex]].

[12] A. N. Sissakian and A. S. Sorin (NICA Collaboration), J. Phys. G 36, 064069 (2009);

A. N. Sissakian, V. D. Kekelidze and A. S. Sorin (NICA Collaboration), Nucl. Phys.

A 827, 630C (2009).

[13] B. I. Abelev et al. (STAR Collaboration), STAR Internal Note - SN0493, 2009; L.

Kumar (for the STAR Collaboration), SQM-2008, QM-2009; L. Kumar (for the STAR

42



BIBLIOGRAPHY 43

Collaboration), J. Phys. G: Nucl. Part. Phys. 36, 064066 (2009); L. Kumar (for the

STAR Collaboration), Nucl. Phys. A 830, 275c (2009).
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Chapter 2

THE STAR EXPERIMENT

2.1 Relativistic Heavy Ion Collider (RHIC)

The main aim of high-energy heavy-ion collision experiments is to discover and study the

new phase of the matter called QGP. This can be achieved by depositing a large amount

of energy in a small volume in a very short time. It can be accomplished by colliding

heavy-ions by accelerating them to the relativistic speed. As a result the temperature of

the colliding region may reach very high values. Relativistic Heavy Ion Collider (RHIC)

is built at Brookhaven National Laboratory (BNL) [1] which gives unique opportunity

to accelerate the heavy ions and polarized protons. The RHIC machine can be operated

at wide range of energies. It can accelerate heavy-ions up to
√

sNN = 200 GeV, and

polarized protons upto
√

sNN = 500 GeV. RHIC consists of two concentric quasi-circular

superconducting storage accelerator rings that are arbitrarily called as “blue” and “yellow”

rings, thus allowing a virtually free choice of colliding projectiles. The rings share a

common horizontal plane inside the tunnel, with each ring having an independent set of

bending and focusing magnets as well as radio frequency acceleration cavities.

Figure 2.1 shows the layout of the RHIC collider. RHIC has a circumference of about

3.8 km. The counter-rotating particle beams can cross at six interactions around the RHIC

ring. The four main experiments located at the four intersection points currently in use

at RHIC are - Solenoidal Tracker At RHIC (STAR) [2], Pioneering High Energy Nuclear

Interaction eXperiment (PHENIX) [3], Broad RAnge Hadron Magnetic Spectrometers

(BRAHMS) [4] and PHOBOS (not an acronym, but named after moon of Mars) [5]. If

50
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the RHIC is considered as a clock, the positions of four experiments can be enumerated by

clock positions. The BRAHMS, STAR, PHENIX, and PHOBOS experiments are located

at 2 o’clock, 6 o’clock, 8 o’clock, and 10 o’clock positions, respectively as shown in Fig. 2.1.

Figure 2.1: Layout picture of the RHIC collider shown along with four main experiments
positions.

Figure 2.2 shows the schematic picture of RHIC collider along with the main exper-

iments. The acceleration steps of heavy-ions and polarized protons are also shown in this

figure. The multi-steps of acceleration are described below:

1. Tandem Van de Graff: The Tandom provides billions of ions, gives them an

energy boost and send them towards the Booster.

2. Tandem-to-Booster line (TTB): The bunches of ions from the Tandem are

passed through the Tandem-to-Booster beam line, which carries them through a

vacuum via a magnetic field to the Booster. At this time, the ions are moving at

about 5% the speed of light.

3. Linear Accelerator (Linac): For collision of protons beams at RHIC, the ener-

getic protons are supplied by the 200 MeV Linac. Protons are transfered from the

Linac to Booster.
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Figure 2.2: Diagram shows the RHIC complex. The various stages of acceleration of ions
and the locations of four experiments at RHIC are also shown.

4. Booster Synchrotron: The Booster synchrotron is a powerful circular accelerator

that provides the ions more energy, by having them “surf ride” on the downhill slope

of radio frequency electromagnetic waves. The ions are propelled forward at higher

and higher speeds, getting closer and closer to the speed of light. The Booster then

feeds the beam into the Alternating Gradient Synchrotron.

5. Alternating Gradient Synchrotron: When the ions enter the Alternating Gra-

dient Synchrotron (AGS) they are travelling at about 37% the speed of light. In

AGS, the ions are rotated in a circle and are accelerated. On account of this, the

energy of ions increases and in a short time they reach the speed of about 99.7%

speed of light.

6. AGS-to-RHIC Line: When the ion beam is travelling at top speed in the AGS, it

is passed through the another beam line called the AGS-To-RHIC (ATR) transfer

line. At the end of this line, there is a “fork in the road” where a switching magnet

sends the ion bunches down one of two beam lines. Bunches are directed either

left to travel clockwise in the RHIC ring or right to travel anti-clockwise in the
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Table 2.1: Nominal RHIC parameters for Au+Au collisions

Au+Au collisions
√

sNN = 200 GeV

Avg. luminosity L (10 hour storage) 2 × 1026cm−2s−1

Bundles per ring 60

Gold ions per bunch 109

Crossing points 6

Beam lifetime (storage length) 10 hours

RHIC circumference 3833.845 m

second RHIC ring. So there are counter-rotating beams in the RHIC rings, which

are accelerated and circulated in the RHIC where they can be collided into one

another at as many as six interaction points.

Another important aspect of RHIC is to provide beams of very high luminosities, which

makes possible of measurements of rare processes having small cross sections. For a process

with the cross section σi, the event rate (Ri) is given by Ri = σi · L. The luminosity L
is given by L= fnN1N2

A
, where N1 and N2 are the number of particles contained in each

bunch, A is the cross-sectional area of the overlap between the two colliding beams of

particles, f is the frequency of revolution, and n is the number of bunches per beam.

High luminosities can therefore be achieved by maximizing f , n and decreasing the beam

profile. For an example, the Table 2.1 lists the nominal RHIC parameters for Au+Au

collisions.

2.2 The STAR Detector

The STAR detector [2] is the largest detecting system at RHIC. The main motivation to

build the STAR detector was to investigate the behavior of strongly interacting matter

at high energy density and to search for signatures of QGP. The STAR is designed to

measure many observables simultaneously to study signatures of a possible QGP phase
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Figure 2.3: Perspective view of the STAR detector, with a cutaway for viewing inner
detector systems [2].

transition and to understand the space-time evolution of the collision process in ultra-

relativistic heavy ion collisions. The goal is to obtain a fundamental understanding of the

microscopic structure of these hadronic interactions at high energy densities. In order to

accomplish this, STAR was primarily designed for measurements of hadron production

over a large solid angle. STAR is also very effective in high precision tracking, momentum

analysis, and particle identification at the central rapidity region. The large acceptance

of STAR detector makes it well suited for event-by-event characterizations of heavy ion

collisions and for the detection of hadron jets [2].

Figure 2.3 shows the layout of the STAR detector along with the subsystems, and

Fig. 2.4 shows the cross-sectional side view of the STAR detector [2]. The whole detector

is enclosed in a solenoidal magnet that provides a uniform magnetic field (0.5 T) paral-

lel to the beam direction as shown in Fig. 2.4. All the detectors are kept at the room

temperature. The uniform magnetic field provides ability to perform momentum mea-

surements of charged particles. The charged particle tracking near the interaction region

is accomplished by a Silicon Vertex Tracker (SVT) [6]. Inner tracking is also accomplished
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Figure 2.4: Cross-sectional side view of the STAR detector [2].

by employing Silicon Strip Detectors (SSD) [7]. The heart of the STAR detector is the

Time Projection Chamber (TPC) [8] which is used for the charged particle tracking and

particle identification. The TPC is 4 meters long and it covers a pseudorapidity range

|η| ≤ 1.8 for tracking with complete azimuthal symmetry (∆φ = 2π). Both the SVT

and TPC contribute to particle identification using the ionization energy loss, with an

anticipated combined energy loss resolution (dE/dx) of 7% (σ). The tracking is extended

to the forward region by installation of two radial-drift TPCs or Forward Time Projection

Chambers (FTPC) [9]. The FTPCs cover the pseudorapidity region 2.5 < |η| < 4, on ei-

ther side of the TPC in forward and backward rapidity with complete azimuthal coverage.

To extend the particle identication in STAR to larger momenta over a small solid angle

for identified single-particle spectra at mid-rapidity, a Ring Imaging CHerenkov (RICH)

detector [10] covering |η| < 0.3 and ∆φ = 0.11π, and a Time-Of-Flight patch (TOFp) [11]

covering 1 < η < 0 and ∆φ = 0.04π (as shown in Fig. 2.3) were installed at STAR

in 2001 [11]. In 2003, a Time-Of-Flight tray (TOFr) based on Multi-gap Resistive Plate

Chamber (MRPC) technology [12] was installed in STAR detector, covering 1 < η < 0 and

∆φ = π/30. For the time-of-flight system, the pseudo-Vertex Position Detectors (pVPD)

was installed as the start-timing detector, which was 5.4 m away from TPC center and
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covered 4.43 < |η| < 4.94 with the 19% azimuthal coverage [11] in 2003.

For detection of electromagnetic particles STAR has a set of calorimeters. The full

Barrel ElectroMagnetic Calorimeter (BEMC) [13] covers |η| < 1 and Endcap ElectroMag-

netic Calorimeter (EEMC) [14] covers 1 < η ≤ 2. Both these detectors are azimuthally

symmetric. These calorimeters include shower-maximum detectors to distinguish high

momentum single photons from pairs resulting from π and η meson decays. The EMC

can also be employed to provide prompt charged particle signals essential to discriminate

against pileup tracks in TPC. The STAR detector is also capable of detecting photons at

forward rapidity using the Photon Multiplicity Detector (PMD) [15, 16].

In the following subsections, we first describe the trigger detectors. Then the DAQ

(Data AcQuisition) and triggering, the STAR magnet, and the main detectors of the

STAR are discussed. The data collected by the TPC and PMD are used for the results

presented in this thesis. These detectors are discussed in detail in the later part of this

chapter.

2.3 Trigger Detectors

The detectors (except EMC) discussed in the previous section are called the slow detectors

because they can only operate at rates of ∼100 Hz. But the interaction rates at RHIC for

the highest luminosity beams can even approach ∼10 MHz. So in order to reduce the rate

by almost 5 orders in magnitude, we need some fast detectors. Interactions are selected

based on the distributions of particles and energy obtained from the fast trigger detectors.

STAR detector consists of some fast detectors, basically employed to provide trigger for

the slow detectors in order for them to record data. The main triggering detectors for

STAR are: Central Trigger Barrel (CTB), Zero Degree Calorimeter (ZDC), Beam Beam

Counter (BBC), and Electro Magnetic Calorimeters (BEMC - Barrel ElectroMagnetic

Calorimeter and EEMC - Endcap Electromagnetic Calorimeter). These are discussed

below.
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2.3.1 Central Trigger Barrel

As shown in Fig. 2.4, the CTB [17] surrounds the outer cylinder of the TPC. The CTB

consists of 240 scintillator slats of plastic scintillator with 0 ≤ φ ≤ 2π and |η| ≤ 1 cov-

erage. Each slat consists of a scintillator, light guide, and mesh dynode photomultiplier

tube (PMT). As the charged particles travel through the tiles, the generated scintillation

photons are collected by PMTs, digitized and converted into electric signals. The ampli-

tude of the signal is proportional to the multiplicity of the charged particles. The response

time of the CTB is fast (260 ns), therefore in combination with the ZDC signal (which

detect the neutrons), it can provide a powerful charged particle multiplicity trigger. Fig-

ure 2.5 shows a CTB segment with two slats which are mounted in aluminium trays (two

slats per tray). The CTB calibration yields an average 5 ADC counts for one minimum

ionizing charged particles. For central Au+Au collisions the average occupancy per CTB

tile is about 10 hits per slat, however in p + p collisions it is about 0.05 per event.

Figure 2.5: CTB cylinder and detail of tray and slat.
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Figure 2.6: Correlation of ZDC and CTB signals.

2.3.2 Zero Degree Calorimeter

The ZDCs [18] are situated ± 18 m from the center of the STAR detector and are at zero

degrees with respect to the beam direction (within θ < 2 mrad). The ZDCs measure the

energy of spectator neutrons, since the charged fragments are bent away by the steering

dipoles situated between the STAR and the ZDCs. In the zero degree region, the produced

particles and other secondary particles deposit negligible energy as compared to that of

beam fragmentation neutrons. The real collisions can be distinguished from the back-

ground events by selecting events with ZDC coincidence from the two beam directions.

This makes ZDC a useful event trigger and a luminosity monitor and for this reason all

four experiments at RHIC are using identical ZDC detectors. The neutron multiplicity is

also known to be correlated with the event geometry and can be used to measure collision

centrality.

Each ZDC consists of three modules. Each module consists of a series of tungsten

plates alternating with layers of wavelength shifting fibres which are connected to a PMT.

The ZDCs are basically used for the beam monitoring, triggering, and locating interaction
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vertices. The Fig. 2.6 shows the correlation between the signals from ZDC and CTB. In

terms of impact parameter, the figure shows that there is a region of strong forward

neutron production during which there are few charged tracks produced in the CTB

(region I, characterized by
∑

CTB ≤ 1500), followed by an anti-correlation between ZDC

and CTB signals (region II, 1500 ≤ ∑
CTB ≤ ∼20,000), and ending in a region (III,∑

CTB ≥ ∼20,000) of high charged particle multiplicity with low neutron signal. The

behavior of the correlation is as expected, since in more central collisions (very small

impact parameters) we expect large number of charged particles to hit the CTB while

less number of spectator neutrons to fall on ZDC. In peripheral collisions (large impact

parameters), we expect comparatively less number of charged particles falling on CTB

and larger number of spectator neutrons giving signal in ZDC.

2.3.3 Beam-Beam Counter

The ZDC and CTB were specifically designed for triggering in Au+Au collisions. The

multiplicity of p + p collisions is much less and therefore requires a different trigger sub-

system. The BBC was implemented to mainly work as the trigger subsystem for p + p

collisions.

The BBCs are the scintillator annuli mounted around the beam pipe beyond the

east and west pole-tips of the STAR magnet at about 375 cm from the center of nominal

interaction region (IR). BBC consists of small and large scintillator tiles as shown in

the Fig. 2.7. The 2 × 18 array of small hexagonal tiles cover a full ring of 9.6 cm

inner and 48 cm outer diameter, corresponding to the pseudorapidity region of 3.4 <

|η| < 5.0. The small hexagon in the center of the BBC (marked “B” in Fig. 2.7) is

reserved for the beam pipe. The 2 × 18 array of large hexagonal tiles span a ring of

38 cm to 193 cm in diameter, corresponding to the pseudorapidity region of 2.1 < |η| <

3.6. Each scintillator tile has four wavelength shifting (WLS) optical fibres inserted into

circular grooves inscribed within the hexagonal scintillator to collect scintillation light.

The charged particles traversing through the BBCs produce light in their scintillator tiles.

Both BBCs were required to fire to trigger minimum bias p + p collisions.

Apart from providing the minimum bias trigger for p + p collisions, BBCs have
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Figure 2.7: Schematic view of BBC, shown along with small (blue) and large (red) tiles.
The beam pipe crosses BBC from the location designated by “B” at the center.

applications for other purposes also, as described below. BBC coincidences were used to

reject beam gas events, to measure the absolute luminosity L with 15% precision, and

to measure the relative luminosities R for different proton spin orientations with high

precisions. In another application, the small tiles of BBC are used to reconstruct the

first-order event plane for the directed flow analysis. The timing difference between the

two counters (east BBC and west BBC) is used to get information of the primary vertex

position.

2.3.4 Electromagnetic Calorimeters

The Electromagnetic Calorimeters can be used to select events with rare probes such as

high energy γ and π0 particles, or electrons from J/Ψ and Υ decays. Other applications

include general event characterization in heavy ion collisions incuding ultra peripheral col-

lisions. In order to achieve these goals, STAR employs two electromagnetic calorimeters
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- Barrel Electro-Magnetic Calorimeter and Endcap Electro-Magnetic Calorimeter. Fig-

ure 2.8 shows the schematic end view and side view of the STAR EMC showing the EMC

Barrel and EMC Endcap. We will discuss these calorimeters in the following subsections.

Figure 2.8: Schematic end view and side view of the STAR EMC showing the EMC Barrel
and EMC Endcap [13].

2.3.4.1 Barrel Electro-Magnetic Calorimeter

BEMC [13] covers the pseudorapidity region |η| < 1 with full azimuthal angle. It is

basically a sampling calorimeter which consists of alternate layers of lead and scintillator

planes, having 20 layers of lead plates and 21 layers of scintillator. BEMC is used to trigger

and study rare and high pT processes like jets, leading hadrons, direct photons and heavy

quarks. It also provides large acceptance for photons, electrons along with neutral pions

and eta mesons in both polarized p + p and heavy ion systems like Au+Au and Cu+Cu

collisions. With BEMC, it is possible to reconstruct neutral pions at relatively high pT ≈
25–30 GeV/c and also to identify single electrons and pairs in dense hadron backgrounds

from the heavy vector mesons, W and Z bosons decays. All these measurements require

precise electromagnetic shower reconstruction along with high spatial resolution. For this,

two layers of shower maximum detectors which are essentially the gas wire pad chambers
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are placed within the BEMC lead/scintillator stack to provide the high spatial resolution

measurements of shower distributions in two mutually orthogonal dimensions.

2.3.4.2 Endcap Electro-Magnetic Calorimeter

The EEMC [14] is situated on the west pole-tip of the STAR detector and covers the

pseudorapidity region 1 ≤ η ≤ 2 with full azimuthal angle. In this way, EEMC enhances

the rapidity region covered by BEMC, described in the previous subsection. The con-

struction of EEMC also includes a shower maximum detector optimized to discriminate

between photons and π0 or η mesons over the energy region 10–40 GeV. It also consists

of preshwer and postshower layers used to discriminate between electrons and hadrons.

In addition, it also enhances the acceptance and triggering capabilities for jets in STAR

detector.

2.4 Trigger Levels and Data Acquisition

It is very important for an experiment to be able to store or abort events. This is

accomplished by triggering the interactions by means of some trigger detectors and then

storing or aborting them depending upon whether they are good or bad. The STAR

trigger is a pipelined system in which digitized signals from the fast trigger detectors are

examined at the RHIC beam crossing rate (∼ 10 MHz). There are four successive trigger

Levels in STAR namely Level 0, Level 1, Level 2 and Level 3. The interactions that pass

the selection criteria in four successive trigger levels are sent at a rate of ∼ 5 MHz (∼50

MB/s), to a storage, universally called the Data AcQuisition (DAQ) [19] system. The

final trigger decision is made in Level 3 based on tracking in the slow detectors. The

Level 3 trigger performs complete online reconstruction of the events in a dedicated CPU

farm. The Level 3 trigger system includes an online display so that individual events can

be visually inspected in run time.

The data flow through the trigger (TRG) is shown in Fig. 2.9. The first block

represents the fast detectors or trigger detectors, which are described in the previous sub-

sections. The DSM-based decision tree constitutes Level 0 of the trigger and is constrained

to issue a decision within 1.5 µs from the time of the interaction. When an interaction
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Figure 2.9: Data flow through the trigger. See text for definition of acronyms.

is selected at Level 0, each STAR detector designated to participate in this type of event

is notified using a 4-bit Trigger Command and told to identify this event with a 12-bit

token [20]. This 12-bit token is issued for each interaction and acceptd at Level 0. Based

on this token infromation, Level 2 decides to abort or hand off the event to DAQ within

5 ms of the occurence of the interaction. All the raw trigger detector data and the results

from Levels 1 and 2 analyses are packaged and sent to DAQ with the token. The token

stays with the event and is used as an identifier to organize collection of all the fragments

from each STAR detector. Once DAQ either accepts and stores the events or aborts it,

the token is returned to the trigger and recycled.

2.5 STAR Magnet

The STAR magnet [21] is roughly cylindrical in geometry and consists of 30 flux return

bars (backlegs), four end rings and two poletips. The flux return bars are 6.85 m long

forming the outer wall of the cylinder which encloses the main and space trim coils and

are attached to an inner and outer end ring pair at each end of the magnet. The inner

and outer end rings have diameters of 5.27 m and 7.32 m, respectively. The magnet is

shown in blue and the coils are shown in the red colour in Fig. 2.4. The magnet generates
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a field along the length of the cylinder having a maximum strength of 0.5 T. Due to

the uniform field the charged particles move in a helical trajectory in the lowest order

of the approximation. This enables a fast pattern recognition and track reconstruction.

The magnetic field is reversible, and in each run, the data are taken at both polarities

to account for systematic effects. A thorough mapping of the magnetic field shows that

uniformity is achieved on the level of ± 50 Gauss (25 Gauss) in radial direction and less

than ± 3 Gauss (± 1.5 Gauss) in azimuthal direction for full (half) field setup. The STAR

magnet has been run in full, reversed full field and half field configurations.

2.6 Time Of Flight Detector

The main goal of the STAR TOF [12] system was to provide information that extends

the hadronic particle identification capabilities of the experiment. The TOFp detector (a

prototype based on scintillator technology) was installed in Run II [11]. It replaced one

of the CTB trays, covering a region −1 < η < 0 and π/30 in azimuth. It contained 41

scintillator slats with the signal read out by PMTs. The resolution of TOFp was ∼ 85

ps in Au+Au collisions. Since, the cost of the PMTs are high, it was decided not to use

TOFp in the full TOF upgrade.

A new prototype of TOF detector based on Multi-gap Resistive Plate Chamber [12]

was proposed for the Run III and Run IV, called the TOFr. This covered the same

pseudorapidity and azimuth coverage as was covered by TOFp. It extended the particle

identification up to pT ∼ 3 GeV/c for p and p̄. The MRPC technology was first developed

by the CERN ALICE group [23] to provide a cost-effective solution for large area time-of-

flight coverage. Figure 2.10 shows the side and end views of the MRPC modules developed

for STAR. In Run III, 28 MRPC modules were installed in the tray and 12 of them were

equipped with electronics, corresponding to ∼ 0.3% of the TPC acceptance [24]. Similar

acceptance of TOFr was achieved in Run IV also. Full TOF detector in STAR will be

having 120 TOFr trays, with 60 on east side and 60 on west side. For each tray, there

will be 33 MRPCs and for each MRPC, there will be 6 read-out channels.

To provide a starting time for TOF detectors, two pVPDs were also installed since
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Figure 2.10: Two side views of MRPC [22]. The upper (lower) is for long (short) side
view. The two plots are not at the same scale.

Run II. Each pVPD are at distance of 5.4 m from the center of the TPC along the beam

direction [11]. Each pVPD consists of three detecting element tubes covering ∼ 19% of the

total solid angle in 4.43 < |η| < 4.94. The timing resolution of total starting time depends

on the multiplicity. For example, the effective timing resolution of total starting time is

25 ps, 85 ps, and 140 ps for 200 GeV Au+Au, d+Au and p + p collisions, respectively.

2.7 Time Projection Chamber

The Time Projection Chamber [8, 25, 26] is the main tracking detector in the STAR ex-

periment [27, 28]. The TPC is capable of reconstructing tracks of produced particles,

measuring their momenta, and identifying the particles by measuring their ionization en-

ergy loss (dE/dx). The TPC covers a pseudorapidity region |η| < 1.8 with full azimuthal

angle. The particle momenta measured in the TPC are over a range of 100 MeV/c to 30
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GeV/c. The particle identification achieved in the TPC covers a momentum range of 100

MeV/c to greater than 1 GeV/c. Since the data from the TPC form major part of this

thesis, we will discuss it in detail in the following subsections.

Figure 2.11: The STAR TPC surrounds a beam-beam interaction region at RHIC. The
collisions take place near the center of the TPC. Figure is taken from the Ref. [8].

2.7.1 Technical Design

Figure 2.11 shows the schematic diagram of STAR TPC. The TPC is placed inside a large

solenoidal magnet which provides a uniform magnetic field of 0.5 T along the length of

the TPC [21]. Shape of the TPC is cylindrical with a length of 4.2 m and diameter 4 m.

It is an empty volume of gas. The cylinder is concentric with beam line. It consists of

one outer field cage (OFC), one inner field cage (IFC), and two end caps as shown in the

figure. The inner and outer radii of the active volume are 0.5 m and 2.0 m, respectively.

A large diaphragm, made of carbon coated kapton with a thickness of 70 µm is stretched

between the inner and outer field cages at the center of the TPC, called the central mem-

brane (CM). The central membrane is maintained at a voltage of −28 kV with respect

to the detection planes and acts as cathode. The end caps providing the readout system
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Figure 2.12: A cut-away view of an outer subsector pad plane. The cut is taken along a
radial line from the center of the TPC to the outer field cage so the center of the detector
is to the right. The figure shows the spacing of the anode wires relative to the pad plane,
the ground shield grid, and the gated grid. The bubble diagram shows additional detail
about the wire spacing.

are at ground potential and act as anodes. The field cage cylinders provide a series of

equipotential rings that divide the space between the central membrane and the anode

planes into 182 equally spaced segments. One ring at the center is common to both ends.

The central membrane is attached to this ring. The TPC is provided a uniform electric

field of ≈ 135 V/cm, which is required to drift the electrons within the gas volume.

TPC Readout System:

The readout system is based on MWPC with readout pads. The readout planes, MWPC

chambers with pad readout, are modular units mounted on aluminium support wheels.

These readout modules or sectors, are arranged as on a clock with 12 sectors around the
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circle in the φ plane. The chambers consist of four components; a pad plane and three

wire planes (see figure 2.12). The readout or amplification layer is composed of the anode

wire plane with the pad plane on one side and the ground wire plane on the other. Anode

wire plane consists of small 20 µm wires called the anode wires. The direction of anode

wires is set perpendicular to the straight radial tracks of highest transverse momentum

particles because the resolution is best along the direction of the anode wire. In the other

direction, the resolution is limited, because of the quantized spacing of the wires (4 mm

between anode wires). The dimensions of the rectangular pads are likewise optimized to

give the best position resolution perpendicular to the stiff tracks. The width of the pad

along the wire is chosen such that the induced charge from an avalanche point shares most

of its signal with only three pads. This gives the best centroid resolution using either a

3-point Gaussian fit or a weighted mean. The third plane of the chamber is a gating grid

which is the outermost wire plane on the sector structure. This grid is a shutter to control

entry of electrons from the TPC drift volume into the MWPC. It also blocks positive ions

produced in the MWPC, keeping them from entering the drift volume where they would

distort the drift field. It can have different voltages on every other wire. The grid is

“open” to the drift of electrons while the event is being recorded, with all of the wires on

the same potential (∼110 V). It is “closed” when the voltages alternate ±75 V from the

nominal value. The ground grid plane of 75 µm wires completes the sector MWPC. The

primary purpose of the ground grid is to terminate the field in the avalanche region and

provide additional rf shielding for the pads.

TPC Sector:

Figure 2.13 shows the design of one full sector. Each sector is subdivided into inner

and outer subsectors characterized by a change in the readout padrow geometry. Each

subsector consists of straight rows of pads that act as cathodes. The subsectors were

designed in order to enhance the event reconstruction capabilities of TPC as explained

below. The inner subsectors are in the region of highest track density and thus optimized

for good two-hit resolution. This design uses a smaller pads of dimension 2.85 mm2×
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Figure 2.13: The anode pad plane with one full sector shown [8]. The inner subsector is
on the right and it has small pads arranged in widely spaced rows. The outer subsector
is on the left and it is densely packed with larger pads.

11.5 mm2 in 13 rows (1 – 13) to improve the hit resolution. This improves the tracking

by reducing the occurence of split tracks. The advantages of inner sector are to extend

the position measurements along the track to small radii thus improving the momentum

resolution and the matching to inner tracking detectors. An additional benefit is detec-

tion of particles with lower momentum. The outer radius subsectors have continuous

pad coverage to optimize the dE/dx resolution (i.e. no spacing between the pad rows).

This is optimal because the full track ionization electrons improve statistics on the dE/dx

measurement and hence improve the particle identification. Another modest advantage

of full pad coverage is an improvement in tracking resolution due to anti-correlation of

errors between pad row. The outer sector consists of 32 pad rows (14 – 45) with pad

dimension 6.2 mm2× 19.5 mm2.

Drift Gas:

The TPC volume is filled with P10 gas (90% Ar, 10% CH4) at 2 mbar above the at-
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mospheric pressure [29]. The gas system circulates the gas in the TPC and maintains

purity, reducing electro-negative impurities such as oxygen and water which could cap-

ture drifting electrons. The choice of the drift gas is based on several features necessary

for optimal TPC performance. The P10 gas has an advantage of fast drift velocity which

peaks at a low electric field. Operating on the peak of the velocity curve makes the drift

velocity stable and insensitive to small variations in temperature and pressure. Low volt-

age greatly simplifies the field cage design. The drift velocity of P10 gas is 5.45 cm/µs.

The transverse diffusion in P10 gas is about σT = 3.3 mm after drifting 210 cm. The

longitudinal diffusion of a cluster of electrons that drifts the full length of the TPC is

σL = 3.3 mm. The longitudinal diffusion width sets the scale for the resolution of the

tracking system in the drift direction. The shaping time and electronic sampling rate are

chosen accordingly, having values 180 ns FWHM and 9.4 MHz, respectively.

2.7.2 Event Reconstruction in the TPC

The TPC provides a complete, 3-dimensional picture of the ionization deposited in the

gas volume. If an event happen to be inside the TPC active volume, the produced charged

particles traverse the gas volume and liberate electrons due to the ionization energy loss

(dE/dx). These electrons are drifted towards end cap planes of the TPC and provide

signals on the readout pad. The signal on the readout pad is amplified and integrated by

preamplifier and shaper, and after digitization, transmitted to the STAR DAQ. Figure 2.14

shows the event display reconstructed in the TPC. The figure shows the beam’s eye (left)

and side (right) views of a central event in Au+Au collisions at
√

sNN = 9.2 GeV. The

full event reconstruction in the TPC is explained in the following subsections.

2.7.2.1 Hit and Cluster Finding

The track of a primary particle passing through the TPC is reconstructed by finding

ionization clusters along the track. The clusters are found separately in x, y and in

z space. The local x-axis is along the direction of the pad row, while the local y-axis

extends from the beam line outward through the middle of, and perpendicular to, the

pad rows. The z-axis lies along the beam line. The x and y coordinates of a cluster
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Figure 2.14: Beam’s eye (left) and side (right) views of a central event in Au+Au collisions
at

√
sNN = 9.2 GeV [30].

are determined by the charge measured on adjacent pads in a single pad row. The z

coordinate of a point inside the TPC is determined by measuring the time of drift of

a cluster of secondary electrons from the point of origin to the anodes on the endcap

and dividing by the average drift velocity. The arrival time of the cluster is calculated by

measuring the time of arrival of the electrons in “time buckets” and weighting the average

by the amount of charge collected in each bucket (each time bucket is approximately 100

ns long). The length of the signal reaching a pad depends on the dip angle (θ) 1. The

ionization electrons are spread over a distance d along the beam axis, with d = L/tan(θ)

and L is the length of the pad.

The drift velocity for the electrons in the gas must be known with a precision

of 0.1% in order to convert the measured time into a position with sufficient accuracy.

Drift velocity may change with atmospheric pressure, and with small changes in gas

composition. These effects can be minimized in two ways. First, the cathode voltage

is so set that the electric field in the TPC corresponds to the peak in the drift velocity

curve (velocity vs. electric field/pressure). The peak is broad and flat, and small pressure

changes do not have a large effect on the drift velocity at the peak. Secondly, the drift

velocity is measured independently every few hours during data taking, using the artificial

1Dip angle: The angle between the particle momentum and the z-direction. Crossing angle: The angle
between the particle momentum and the TPC pad row direction.
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tracks created by laser beams [8, 31].

2.7.2.2 Track Finding

Once the information of hits or clusters are there in the TPC, the tracks can be recon-

structed using track finder. In the first iteration, many track segments (track-lets) are

created as candidates for a track. Then, these track segments are fitted by an algorithm

that keeps or rejects hits, depending on their position with respect to the fitted track. At

this stage, the effect of Coulomb scattering and energy loss assuming pion mass are taken

into account. At the end of the algorithm, the collection of the tracks is produced with

information of their space coordinates and their 3-momenta.

2.7.2.3 Global and Primary Tracks

In the final step of the event reconstruction, global and primary tracks are created. The

tracks are reconstructed in the local coordinate system of the TPC, as mentioned in the

previous subsection. For data analysis, the global information of the tracks is required.

The global track finder re-fits the tracks in the TPC, based on a 3D helix model. After re-

fitting and with the knowledge of the alignment of different subsystems, the global track

finder reconstructs the global tracks from the “local” tracks in the sub detectors. The

primary collision vertex is then reconstructed from these global tracks. The global tracks

with a distance to the primary vertex smaller than 3 cm (distance of closest approach or

DCA), are re-fitted including the primary vertex as an additional point in the fit. The

refit results are stored as primary tracks collection in the container. The primary tracks

are used in the data analysis, and are largely produced in the primary interaction. Global

tracks include large number of particles from background or pile-up processes.

2.7.3 Tracking Efficiency

Although the wire chambers are sensitive to almost 100% of the secondary electrons

arriving at the end cap, the overall tracking efficiency is lower (80–90%). The tracking

efficiency depends on the acceptance of the detector, the electronics detection efficiency,

as well as the two hit separation capability of the system. Tracking efficiency of the TPC
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is reduced because of the factors as described below:

• The TPC sectors have spaces between them in order to mount the wires on the

sectors. This leads to ∼4% loss of TPC acceptance. Thus, the acceptance of the

TPC is reduced to 96%.

• There is a fiducial cut applied in the software to ignore any space points falling on

the last two pads of a pad row. It avoids position errors due to non-symmetric pad

coverage on both sides of the track. It also avoids possible local distortions in the

drift field. This fiducial cut reduces the total acceptance to 94%.

• Detection efficiency of the electronics is essentially 100% except for the dead chan-

nels. Usually, the dead channel count is below 1% of the total.

• The system cannot always separate one hit from two hits on adjacent pads and this

merging of hits reduces the tracking efficiency.

• The software also applies cuts to the data which also reduces tracking efficiency. For

example, a track is required to have hits on at least 10 pad rows because shorter

tracks are too likely to be broken track fragments. But this cut can also remove

tracks travelling at a small angle with respect to the beam line and low momentum

particles that curl up in the magnetic field.

The tracking efficiency is estimated by embedding the simulated tracks inside the

real events and counting the number of simulated tracks that are in the data after the

track reconstruction software has done its job. This technique takes care of the detector

effects and especially the losses related to high density of tracks. The simulated tracks

are very similar to the real tracks and the simulator tries to take into account all the

processes that lead to the detection of particles including: ionization, electron drift, gas

gain, signal collection, electronic amplification, electronic noise, and dead channels.

Figure 2.15 shows the pion reconstruction efficiency in Au+Au collisions as a func-

tion of the transverse momentum of the primary particle, for different centralities. In

high multiplicity events, efficiency reaches a plateau of 80% for high pT particles. Below
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Figure 2.15: The pion tracking efficiency in STAR for central Au+Au events at RHIC [8].
The most central collisions are the highest multiplicity data, they are shown as black dots.
The lowest multiplicity data are shown as open triangles.

300 MeV/c, it drops rapidly because the primary particles spiral up inside the TPC and

do not reach the outer field cage. In addition, the low momentum particles interact with

the beam pipe and inner cage before entering the TPC volume.

2.7.4 Particle Identification

Particle species can be identified in the TPC by measuring the amount of energy they

lose while traversing the gas volume. The energy loss of a charged particle in the TPC

gas volume is transferred to the liberated electrons. These electrons drift towards the two

ends of the TPC, and deposit charge on the pad rows. Thus, the charge produced on a

pad row in each hit is proportional to the energy loss of the particle traversing through

the TPC volume. For a given charge cluster, the energy loss per unit length (dE/dx) is

measured by dividing the charge collected in the pad rows by the track path length across

the sensitive path length. The ionization energy loss (or dE/dx) is mass dependent and
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hence useful in particle identification. The particle identification in STAR works well for

the low momentum particles but the energy loss becomes less mass dependent when the

particle energy rises and it becomes hard to separate particles with velocities v > 0.7c [8].

The STAR was designed to be able to separate pions and protons up to 1.2 GeV/c. This

requires a relative dE/dx resolution of 7%.

If a particle travels through the entire TPC volume, it will provide 45 dE/dx points

on the 45 pad rows. Energy loss of a charged particle for a given track length can be

described by the Bichsel function [32]. However, the mean of the distribution is sensitive

to the fluctuations in the tail of the distribution. Therefore, the highest 30% of the

measured charge clusters is discarded for each track. The truncated mean is calculated

from the remaining 70% and defines the average ionization energy loss (〈dE/dx〉) used

in the data analysis. For a given track momentum and particle mass, the ionization

energy loss can be given by the most probable Bichsel values which is an extension of the

Bethe-Bloch formula [33]:

−dE
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= Kz2 Z
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1

β2

[
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2
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(
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)
− β2 − δ2

2

]
, (2.1)

where z is the integral charge of the particle, K is a constant, Z is the atomic number

of the absorber, A is the atomic mass of the absorber, me is the electron mass, c is the

speed of light in vacuum, I is the average ionization energy of the material, Tmax is the

maximum kinetic energy that can be given to a free electron in an interaction, δ is a

correction based on the electron density, and βγ = p/mc, where p is the momentum

and m is the mass of the charged particle. Equation (2.1) shows that different charged

particles (electron, muon, pion, kaon, proton, and deuteron) with the same momentum p

can result in different energy loss while traversing the TPC volume.

Figure 2.16 shows energy loss for primary and secondary particles in the TPC as

a function of particle momentum. The red lines are the theoretical predictions and the

bands represent the measured values of dE/dx. The prominent proton, deuteron, and

muon bands come from secondary interactions in the beam pipe and IFC, and from pion

and kaon decays. Pions and protons can be separated from each other up to 1 GeV/c. The

particle identification is quantified by the variable Nσ, which has a Gaussian distribution,
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Figure 2.16: The energy loss distribution for primary and secondary particles in the STAR
TPC as a function of the pT of the primary particle.

and hence useful to extract yields of various particle species. For example, for charged

pion identification, it is defined as:

Nσπ =

[(
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dx

)
meas.

−
〈
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〉
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/
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Here N is the number of hits for a track in the TPC,
(

dE
dx

)
meas.

is the measured energy

loss of a track and
〈

dE
dx

〉
π

is the mean energy loss for charged pions. The charged kaons

and protons also have similar variables, NσK and Nσp, respectively. Various particles

like pions, kaons, and protons can be identified by applying cuts on Nσπ, NσK , and Nσp,

respectively.

2.8 Forward Time Projection Chamber

The FTPCs [9] were constructed to extend the phase space coverage of the STAR ex-

periment to the region 2.5 < |η| < 4.0. Figure 2.17 shows the schematic diagram of the

FTPC. The FTPCs are situated on both sides from center of the TPC along the beam

pipe. Both FTPCs have cylindrical shape with a 75 cm diameter and 120 cm length. Due

to the limited space, gas used in the FTPC is a mixture of equal parts Ar and CO2 by
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weight to account for the short drift length of only 23 cm. The gas mixture has a low

diffusion coefficient for electrons and a small Lorentz angle [34], and shows no or little age-

ing. The short drift length is not sufficient to extract the dE/dx information to identify

particles, but charged particle momentum can be measured between 2.5 and 4.5 GeV/c

in full azimuth. The FTPC has a radial drift field and readout chambers located in 5

rings on the outer cylinder surface. The radial drift configuration was chosen to improve

the two-track separation in the region close to the beam pipe where the particle density

is highest. The FTPCs are used to measure momenta and production rates of positively

and negatively charged particles as well as neutral strange particles. In high multiplici-

ties, event-by-event observables like 〈pT 〉, fluctuations of charged particle multiplicity, and

collective flow anisotropies can be studied in FTPC.

Figure 2.17: Schematic diagram of an FTPC for the STAR experiment.
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2.9 Photon Multiplicity Detector

Figure 2.18: Picture of the PMD after complete installation of electronics at the STAR
experiment.

We have discussed the motivations for the photon multiplicity measurements using

the PMD in section 5 of the previous chapter. In this section and its subsections, we

will discuss the principle of Photon Multiplicity Detector, its technical details and other

characteristics. The results from the data collected by the PMD will be discussed in next

chapter.

The Photon Multiplicity Detector (PMD) is installed on east wall of the wide angle

hall in the STAR experiment. The PMD is designed to measure photon multiplicity in

the forward region, where the calorimeters are not efficient due to high particle density.

The PMD in the STAR experiment covers a pseudorapidity range −2.3 < η < −3.7

with full azimuthal angle. It can measure photons with pT as low as 20 MeV/c [35, 36].
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Figure 2.19: Cross-sectional schematic of the PMD [37] showing the veto plane, lead
converter and preshower plane. SS is the support plane on which the lead plates and gas
chambers are mounted.

Figure 2.18 shows the picture of the PMD installed at the STAR experiment after the

complete installation in Brookhaven National Laboratory. Figure 2.4 shows the position

of the PMD relative to other STAR detectors. It is installed at −539 cm from the center

of the vertex and is kept outside the STAR magnet.

The basic principle of the PMD is discussed below. Figure 2.19 shows the schematic

design of the PMD. The PMD consists of highly segmented detector called as preshower

detector, placed behind a lead converter of thickness three radiation length. A photon

produces an electromagnetic shower on passing through the converter (see Fig. 2.20).

These shower particles produce signals in several cells of the sensitive volume of the

detector. Charged hadrons usually affect only one cell and produce a signal resembling

those of Minimum Ionizing Particles (MIPs) 2. The thickness of converter is optimized

such that the conversion probability of photons is high and transverse shower spread is

small to minimize shower overlap in high multiplicity environment. In order to have

better hadron rejection capability, another plane of the detector of identical dimension

as of the preshower part is placed before the lead plate. This acts as a veto for charged

particles, and accordingly called as Charged Particle Veto (CPV). The photon-hadron

2Minimum Ionizing Particle (MIP): The mean rate of energy loss for charged particles in a medium
is given by Bethe-Bloch equation. Most of the relativistic particles have energy loss rates close to a
minimum value, and are said to be minimum ionizing particles or mips [38].
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Figure 2.20: Principle of Photon Multiplicity Detector. Single cell hit is due to hadron
while the signal deposited in contiguous cells is due to photon.

discrimination in the PMD is also illustrated in the Table 2.2.

The PMD is based on a proportional counter design using Ar + CO2 gas mixture in

ratio 70:30 by weight. The choice of this gas mixture is due to its insensitivity to neutrons.

Since the multiplicity is very high at RHIC, the PMD is designed with considerations

that (i) multi-hit probability should be less, (ii) MIP should be contained in one cell, and

(iii) low energy δ-electrons should be prevented from travelling to nearby cells to avoid

cross-talks. The PMD uses honeycomb cellular geometry with wire readout. The copper

Table 2.2: Response of a photon and hadron in the PMD

Incident Signal Signal in Energy Number of

particle in veto preshower deposited cells hit

Hadron yes yes MIP ∼1

Photon no yes Large (>MIP) >1
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Table 2.3: Basic parameters of the STAR PMD

Parameter Value

Detectors (or planes) 2 (Veto and Preshower)

Total cells 82,944 (41,472 in one plane)

Cell area 1 cm2

Cell depth 0.8 cm

Anode wire diameter 20 µm

Area of the detector 4.2 m2

Weight of detector 900 Kg

Gas used Ar + CO2 (70:30)

Distance from vertex −539 cm

η coverage −2.3 to −3.8

φ coverage 0 − 3600

8mm1.6mm

5.1mm

0.2mm

10.2mm

anode wire

PCB

cathode

(b)(a)

1.3m

3
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5 6
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Figure 2.21: (a) Unit cell schematic with cross-section showing the dimensions and the
cathode extension, (b) Layout of the STAR PMD. Thick lines indicate supermodule
boundaries. There are 12 supermodules each in the preshower plane and the veto plane.
Divisions within a supermodule denote unit modules.
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honeycomb body forms the common cathode and is provided a large negative potential.

The gold-plated tungsten wire (20 µm diameter) acts as anode and is kept at ground

potential. The copper honeycomb also supports the printed circuit boards (PCBs) which

are used for signal collection and for extension of cathode required for proper field shaping.

Further details can be found in Refs. [37, 39]. The basic parameters of the STAR PMD

are given in Table 2.3.

The PMD consists of an array of hexagonal cells. A schematic diagram of unit cell

is shown in Fig. 2.21(a). The longitudinal section of unit cell is also shown illustrating

the use of extended cathode for field shaping. This design is selected after performing

several simulation studies and prototype tests to ensure uniform charged particle detection

efficiency throughout the cell [16]. A unit module is formed by honeycomb of 24×24 cells.

The shape of unit module is rhombus of side ∼254 mm having identical boundaries on

all four sides. Cell walls at the boundary are kept half as thick as those inside so that

adjacent unit modules join seamlessly. A set of unit modules are enclosed in a gas-tight

chamber called supermodules. The number of unit modules may vary from 4 to 9 within

a supermodule. The STAR PMD consists of 24 supermodules arranged in the form of

a hexagon as shown in Fig. 2.21(b). The choice of this geometry ensures full azimuthal

coverage with minimum number of supermodules. Further technical details of cells, unit

modules, supermodules, their fabrication and assembly can be found in Ref. [15].

The PMD is designed in two halves with a vertical split axis. The two halves can be

independently assembled and installed. The PMD is hanged at the STAR experimental

site with the help of support structure. The drawing of the support structure is shown

in Fig. 2.22. It has two parts: (a) the support plates, and (b) the suspension movement

mechanisms. A 5 mm thick flat stainless steel plate is used to support the lead converter

plates and supermodules in each half of the PMD. The two halves of the detector are

supported on the girders and hang freely in a vertical position. The support structure

allows both x and z movements of the detector. Each half of the detector can be separated

for access by a smooth independent movement controlled by limit switches. The services

of the two halves are also independent. When fully open, the two halves provide sufficient

clearance for the pole-tip support of the STAR magnet to move in. Figure 2.23 shows



2.9. PHOTON MULTIPLICITY DETECTOR 83

Figure 2.22: PMD support mechanism. The inner hexagonal part shows the two halves
joined during data taking operation. The two halves, when separated for servicing, look
as shown on the right and left.

Figure 2.23: Picture of the PMD after completion of data taking at STAR experiment.
The PMD is disassembled so only one half is visible in the figure. Beam pipe can also be
seen in the picture.
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Table 2.4: Specifications of a GASSIPLEX chip.

Parameter Value

Linear dynamic range −250 to −300 fC

Conversion gain 4.9 mV/fC

Range peaking time 400–1000 ns

Base line recovery ≤ 0.5% after 3 µs

Noise at peaking time 485 e− RMS at 0 pF

Noise slope at peaking time 15.8 e− RMS/pF

Power dissipation 6 mW/ch

Analog readout speed 10 MHz max.

the picture of the PMD, disassembled after the completion of data taking. Only one half

of the PMD is visible in the picture. The edges of the support plate are also used for

mounting the gas feed manifolds, shoe boxes for low voltage supplies and general support

for distribution of cables onto the detector.

2.9.1 Front-End Electronics and Readout

The signals from the PMD are processed through the front-end electronics which em-

ploys 16-channel GASSIPLEX chips developed at CERN [40]. These chips provide analog

multiplexed signals and readout using the custom built ADC board (C-RAMS) which

are obtained from CAEN, Italy. C-RAMS can handle a maximum of 2000 multiplexed

signals. A GASSIPLEX chip consists of a charged sensitive amplifier (CSA), decon-

voluted/switchable filter, a shaping amplifier and a Track and Hold (T/H) to store

charges in a capacitor [41]. Table 2.4 lists detailed specifications of the GASSIPLEX

chip. Figure 2.24 shows the block diagram of the PMD front-end electronics readout

system. The readout of the entire PMD has been divided into 48 chains. Table 2.5 pro-

vides information of chains used in the STAR PMD. Each readout chain consists of the

following components:

(a) A translator board,
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Figure 2.24: Block diagram of the front-end electronics readout system.

(b) 27 Front-End Electronic Boards (FEE), each consisting of 4 GASSIPLEX chips, and

(c) A buffer amplifier board.

These three components are discussed below.

(a) Translator Board: It converts NIM levels of all control signals into the level required

for the operation of GASSIPLEX chips. Operating voltage for these chips is ±2.75V

and hence all the NIM signals are to be translated to 0 to 2.75V levels.

(b) FEE board: The cells in the unit modules are arranged in clusters consisting of 8 ×
8 cells connected to a 70-pin connector. This cluster of 64 cells is read out by a FEE

board having four GASSIPLEX chips. One such board is shown in Fig. 2.25. For

geometrical considerations, the FEE board is also made in rhombus shape. When

all the boards are placed on the detector, they almost fully cover the detector area.

This arrangement helps to reduce the material and also provides a ground shield for

the detector.

To reduce voltage drops over a long chain of 1728 channels, a bus-bar like design has

been adopted to provide power to the FEE boards. To protect the input channels
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Table 2.5: Electronic chain in STAR PMD.

Parameter Value

Total chains 48 (24 chains per plane)

Unit modules per chain 3

Channels in a chain 1728

FEE boards per chain 27

Translator boards 1

Buffer boards 1

Figure 2.25: Photograph of a FEE board with four GASSIPLEX chips.
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Figure 2.26: Chain configuration of the preshower plane of the PMD used during run 7
Au+Au collisions at

√
sNN = 200 GeV. The view is from the tunnel side.

against high voltage spikes, a provision has been made on the board layout to

connect a diode protection circuit.

(c) Buffer amplifier board: The buffer amplifier is used for the transmission of a train

of analog multiplexed signals to the readout module via a low impedance cable.

Figure 2.26 shows the chains and their numbering in the preshower plane spanning differ-

ent supermodules. This numbering scheme is implemented for the run 7 Au+Au collisions

at
√

sNN = 200 GeV in 2007.

Digitization using C-RAMS requires that all multiplexed pulses within a chain

should have the same polarity. In order to read the full chain, the pedestals in the

chain need to be adjusted to the minimum of the pedestals in the chain. This shifting of
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Figure 2.27: Left panel: Pedestal minimum values (in mV) for 5000 chips. Right panel:
Pedestal minimum vs. pedestal spread for these chips. Lines are drawn to suggest the
grouping of chips for a uniform chain.

the pedestal effectively reduces the dynamic range. To minimize the reduction in dynamic

range due to pedestal adjustment, we need to select the chips for a chain having minimum

pedestals in very close range. For proper quality control in the assembly of FEE boards,

each GASSIPLEX chip has been tested for full functionality of each channel. In addition

the pedestals of all the channels have been measured. The minimum pedestal as well as

the spread in pedestal has been determined for each chip. Fig. 2.27 (left panel) shows

the distribution of pedestal minima and Fig. 2.27 (right panel) shows the scatter plot of

pedestal minima vs. pedestal spread for 5000 chips. It is seen that we can select chips of

four categories having close ranges of pedestal minima and pedestal spreads. The narrow

width of the distribution shows that the usable number of chips is a large fraction of the

total number of chips tested.

2.9.2 PMD Trigger and Data Acquisition

The Level 0 (L0) in STAR issues a trigger within 1.5 µs of the occurrence of the inter-

action [17]. However, peaking time of the GASSIPLEX chips used in the FEE boards is

1.2 µs. So a pre-trigger is needed for the PMD. The pre-trigger is generated for the PMD

within 500 ns of the interaction from the ZDC coincidences. As soon as ZDC gets any
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Figure 2.28: The PMD timing diagram is shown with different trigger signals arriving at
the calculated times to record an event.

signal it sends a pre-trigger to the PMD and the charge accumulation in the GASSIPLEX

chip. The trigger scheme for the PMD is described below. When a pre-trigger is reached,

a BUSY signal is sent and after 814 ns of the RHIC collisions, Track/Hold (T/H) signals

are sent to the FEE. If L0 has not arrived within the pre-defined time, T/H and BUSY

are cleared. Since the baseline recovery time of the FEE is 4.5 µs, BUSY is cleared after

4.5 µs of its start. If L0 has arrived within the pre-defined time, T/H and BUSY signals

are sent. A check is made to see if for the present L0, a corresponding pre-trigger exists.

If it exists, trigger signal is sent to sequencer which generates the signals Clocks (CLK),

T/H, CLR, BUSY, and CONV. The CLK signals are sent to FAN IN and FAN OUT

modules and distributed to various chains. Similar distributions are done for T/H and

CLR signals. The CONV is passed through a delay module and fed to CRAMS. CRAMS

digitize the analog signal and send the ready signal to the sequencer and the readout of

this digitized signal starts. After the readout, the FEE clear signal is sent and also the
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Software BUSY (VMEBUSY) signal is withdrawn. If the corresponding pre-trigger does

not exists for the present L0, then BUSY is cleared. Figure 2.28 shows the schematic

timing diagram of the logic described above.
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Chapter 3

PHOTON MULTIPLICITY
MEASUREMENTS

The Photon Multiplicity Detector (PMD) has two planes, the Charged Particle Veto

(CPV) plane and preshower plane, separated by a lead converter plate of three radiation

length (3X0). A photon passing through the lead converter in front of the preshower plane

of the PMD, gives electromagnetic showers. The electrons and positrons coming out of

the shower hit a group of cells on the preshower plane. A clustering algorithm is used

to obtain photon clusters in each event. Each photon cluster is characterized by its total

ADC (Edep) and (η, φ) position of its center. The photon clusters are distinguished from

the charged particle clusters by using the following criteria:

(a) Number of cells affected in the preshower plane. The charged particles mostly hit

one cell in the preshower plane and photons usually give signal in more than one

cell.

(b) Energy deposited in the sensitive medium. The charged particles deposit less energy

compared to photons in the preshower plane.

Following these two criteria, photon-like clusters can be obtained from the total detected

clusters. The steps followed in the photon reconstruction are shown in the flow chart

in Fig. 3.1. Various features of photon clusters, photon counting efficiency and purity,

obtained using the GEANT simulation and the HIJING event generator for the PMD

have been discussed in this chapter.
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Figure 3.1: Flow chart for the photon reconstruction from PMD in real data and simula-
tion.

The event generator used for the simulation study is a Monte Carlo model, HIJING

(Heavy Ion Jet INteraction Generator) [1] with default settings. The simulation study

also uses the detector simulation package GEANT (GEometry ANd Tracking) [2], which

incorporates the full STAR detector framework.

3.1 Data Selection

The new work presented in this thesis are the photon multiplicity results from Au+Au

collisions at
√

sNN = 200 GeV. The results are compared with previous measurements

from Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, and Au+Au collisions at
√

sNN =

62.4 GeV [3]. All the analyses are done following the similar procedure. The steps involved

in the data selection are described below.

(a) Trigger Selection: The data acquisition is through minimum bias triggers. Min-

imum bias triggers are defined by the coincidence of two zero-degree calorimeters

(ZDCs) [4] located at ±18 m from the center of the interaction region along the
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Figure 3.2: Vertex-z range selected for the Au+Au 200 GeV analysis.

beam line, using charged particle hits from an array of scintillator slats arranged in

a barrel, called the Central Trigger Barrel (surrounding the TPC) and two Beam-

Beam Counters [5]. The detailed description of triggers in the STAR experiment

are given in Chapter 2.

(b) Vertex Selection: Those events are selected for the analysis whose collision vertex

position lie within ±30 cm from the center of the TPC along the beam axis. Fig-

ure 3.2 shows the z-position of the vertex range selected for data analysis in Au+Au

200 GeV.

(c) Data Set Selection and Acceptance of PMD: The present analysis is done

by using the preshower plane of the PMD. The supermodule numbering for CPV

plane goes from 1–12 and that for preshower plane goes from 13–24. Only those

run numbers are used for the analysis for which the voltage applied to preshower

plane is −1400 V. As will be discussed in section 3.2, the data showed abnormal

behavior due to some supermodules not working properly in the preshower plane.

These supermodules are declared “bad” and are not used for the analysis. These are
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Figure 3.3: Top : XY display of hits on PMD (preshower plane) shown along with the su-
permodules which were working during the run time. The blank spaces are the dead areas
during the run time. Bottom : XY display of PMD after the dead cell implementation
and data clean-up. The supermodules shown here are used for data analysis.
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Figure 3.4: Centrality selection for Au+Au collisions at
√

sNN = 200 GeV. The uncor-
rected TPC track multiplicity measured within |η| < 0.5, is shown. Vertical lines show
the reference multiplicity cuts and the corresponding fraction of interaction cross-section.
These multiplicity cuts decide the various centrality classes used in the analysis.

SM - 13, SM - 15, SM - 16, SM - 17, SM - 19 and SM - 21. The cells belonging to

these supermodules are called as dead cells. In addition, there were cells belonging

to particular chain or board, which caused problems in the data. Those are also

called dead cells. These dead cells which are lost due to bad supermodules or

otherwise, are accounted in the analysis by using the acceptance correction factor.

This correction factor is then used to correct the photon multiplicity results. The

acceptance correction factor is estimated by implementing the dead cells in the

simulation. Figure 3.3 (top) shows the XY display of the preshower plane of PMD

with supermodules working during the data taking period. The bottom figure shows

the acceptance of the preshower plane after the dead cell implementation and data

clean-up. The supermodules listed here are used for the Au+Au 200 GeV analysis.

(d) Centrality Selection: The centrality selection is done by using the standard def-

inition of the centrality determination adopted in STAR. This uses the uncorrected

charged particle multiplicity (NTPC
ch ) measured event-wise in the TPC [6] within the
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Table 3.1: Average number of participating nucleons (〈Npart〉) for various collision cen-
trality in Au+Au and Cu+Cu collisions at

√
sNN = 62.4 and 200 GeV.

% cross 〈NAuAu
part 〉 〈NAuAu

part 〉 〈NCuCu
part 〉 〈NCuCu

part 〉
section 200 GeV 62.4 GeV 200 GeV 62.4 GeV

0-5 352.4+3.4
−4.0 347.3+4.3

−3.7 – –

0-10 325.9+5.5
−4.3 – 99.0+1.5

−1.2 96.4+1.1
−2.6

5-10 299.3+6.6
−6.7 293.3+7.3

−5.6 — –

10-20 234.5+9.1
−7.8 229.0+9.2

−7.7 74.6+1.3
−1.0 72.2+0.6

−1.9

20-30 166.6+10.1
−9.6 162.0+10.0

−9.5 53.7+1.0
−0.7 51.8+0.5

−1.2

30-40 115.5+9.6
−9.6 112.0+9.6

−9.1 37.6+0.7
−0.5 36.2+0.4

−0.8

40-50 76.7+9.0
−9.1 74.2+9.0

−8.5 26.2+0.5
−0.4 24.9+0.4

−0.6

50-60 47.3+7.6
−8.1 45.8+7.0

−7.1 17.2+0.4
−0.2 16.3+0.4

−0.3

60-70 26.9+5.5
−6.5 25.9+5.6

−5.6 – –

70-80 14.1+3.6
−4.0 13.0+3.4

−4.6 – –

pseudorapidity region |η| < 0.5. The reason for using the pseudorapidity region |η|
< 0.5 instead of |η| < 1.0 for the centrality determination is to reduce the effects

such as detector acceptance and efficiency on the centrality. The centrality bins are

calculated as fraction of the uncorrected charged track multiplicity starting at the

highest multiplicities. Figure 4.4 shows the centrality selection from the NTPC
ch in

Au+Au collisions at
√

sNN =200 GeV. Table 3.1 lists the percentage cross sections,

the average number of participating nucleons (〈Npart〉) and the average number of

binary collisions (〈Ncoll〉) for various collision systems at different collision ener-

gies. The 〈Npart〉 and the 〈Ncoll〉 numbers have been obtained from Monte Carlo

Glauber calculations [6] using Woods-Saxon distribution for the nucleons inside the

nucleus. The systematic uncertainties on Npart and Ncoll are determined by vary-

ing the Woods-Saxon parameters. The final systematic uncertainties associated in

calculation of Npart and Ncoll are presented in the Table 3.1 as upper and lower
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errors.

3.2 Data Clean-up

The PMD data is cleaned by identifying and removing hot and noisy channels. Hot

channels are those which fire abnormally high (∼ 10 times more) in a chain than the

average frequency of firing during the run time. The data clean-up is also necessary to

look for some unexpected effects happened during data taking (e.g. some supermodules,

chains and boards not working properly). These effects are taken into account during

data analysis. The following steps are employed in data cleaning -
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Figure 3.5: Top: Channel hit frequency of a typical chain over a large number of events.
The peak reflects the hot channels for which the hit frequency is very high compared to
rest of the channels in the chain for the same set of events. The channels not showing
any hit frequency represent the dead or bad channels. Bottom: The cell ADC spectra for
channels in a chain. The ADC spectra due to hot channels shows spikes.
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(i) Identification of hot channels:

During data taking it was observed in some chains that few channels were giving

abnormally large signal (∼10 to 100 times) as compared to other channels in the

chain for a similar multiplicity events. This can be easily seen from the hit frequency

distribution of channels in a chain as shown in Fig. 3.5 (top). The bottom panel

in this figure shows the cell ADC spectra for channels in a chain. It can be seen

that the distribution has many spikes and has low ADC value due to presence of

hot channels.
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Figure 3.6: The cell ADC spectra of isolated cells for a typical chain in PMD. The low
ADC peak observed are due to noisy channels.

(ii) Removal of random noise with low ADC value:

This effect is removed by looking at the ADC spectra of isolated cells for a chain.

Isolated cells are those cells which have non-zero ADC value and are surrounded by

six neighboring cells having zero ADC values. It was observed that a random low

ADC value in some chains was present over large number of events. Figure 3.6 also

shows the ADC distribution of low ADC noisy channels in a chain. These noisy

channels were associated with the lower ADC values (< 7ADC). These low ADC

noisy channels were removed by applying a uniform cut of 10 ADC on the cell level.
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Figure 3.7: Problems in data due to bad run numbers and SMs before clean-up. (a) Cor-
relation between the TPC track multiplicity and photon-like clusters in PMD. (b) Similar
plot but after excluding bad runs from the analysis. (c) Correlation between the FTPC
tracks and the PMD clusters. (d) Similar plot but after removing bad supermodules. See
text for details.

(iii) Miscellaneous problems:

Due to above problems in data, the distributions for various other global features

also got affected and showed abnormal distributions. Figure 3.7 (a) shows the

correlation plot between number of photon-like clusters in preshower plane and

number of charged tracks in the TPC. We observe two correlation bands in this

plot. After some investigations, it was found that these bands were due to the

data corresponding to few bad run numbers. These run numbers are listed in the

figure, run numbers 8132014 to 8132038. We removed these bad run numbers from

the analysis and found the single correlation band as seen in Fig. 3.7 (b). But as

seen in this figure, there were two horizontal bands suggesting further problem in
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Figure 3.8: Examples of problems in data before clean-up: (a) ADC distribution of cells
in chain - 31, (b) Hit frequency distribution of channels in chain - 25 (c) Hit frequency
distribution of channels in chain - 27, (d) Hit frequency distribution of channels in chain
- 45, and (e) Total ADC per hits for chain - 39.
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Figure 3.9: Global features of data after clean-up in Au+Au collisions at
√

sNN = 200
GeV. Left-top plot shows the nice correlation between FTPC east track multiplicity and
PMD photon-like clusters. Right-top plot shows a nice total ADC per hit distribution of
a good chain. Left-bottom plot shows the hit frequency distribution of a good chain, and
right-bottom plot shows the cleaned cell ADC spectra of a good chain.

data. After investigation, it was found that these problems arose because of some

bad supermodules, viz. SM - 13, SM - 15, SM - 16, SM - 19 and SM - 21. The

lower horizontal band was due to SM - 19, while the upper horizontal band was due

to other supermodules (see Fig. 3.7 (c)). Figure 3.7 (d) shows a nice correlation

between the number of photon-like clusters and number of charged tracks, after

removing the bad supermodules.

Figure 3.8 depicts some more examples suggesting requirement of data cleaning.

Figure 3.8 (a) Shows ADC distribution of cells in chain - 31. These represent bad

channels and have the low ADC values which is basically a noise. Figure 3.8 (b)

Shows the hit frequency distribution of all channels in chain - 25, called as bad



3.3. CELL-TO-CELL GAIN CALIBRATION 105

ADC > 0

ADC = 0

ADC = 0

ADC = 0

ADC = 0

ADC = 0

ADC = 0

Figure 3.10: Schematic diagram of an isolated cell in PMD. A cell is said to be isolated
(shaded) if it has a non zero ADC content and its six neighboring cells (non shaded) have
zero ADC content.

chain since all channels in this chain are bad. Figure 3.8 (c) Shows hit frequency

distribution of chain - 27 going partially bad, Fig. 3.8 (d) shows the hit frequency

distribution of channels in a chain in which half of the channels are dead, and Fig. 3.8

(e) shows the bad distribution for the total ADC per hit of chain - 39. In view of

the above, we identified the bad channels, bad chains, bad supermodules and bad

run numbers which were not used in the present data analysis.

The global features after clean-up of PMD data can be seen in the Fig. 3.9.

3.3 Cell-to-Cell Gain Calibration

In the data analysis, it is essential to understand the response of each cell of the detector.

This is because of the following reasons:

(a) Response of each cell reflects the gain of a cell.

(b) It is important that this response should be stable and does not vary much with η

and φ.
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Figure 3.11: Typical isolated cell ADC spectra, along with fit to Landau distribution.

(c) Test beam results [7] indicate that the response of charged particles and photons in

the PMD is different. This difference in responses can be utilized to discriminate

the photons from charged hadrons.

The response of each cell in the PMD is obtained by studying the isolated cell ADC

spectra. A hexagonal cell is defined as isolated when it has a non zero ADC and its

six neighbors have zero ADC. This is schematically shown in Fig. 3.10. The shaded cell

represents the isolated cell. From the test beam data, we know that charged hadron

hits are confined mostly to a single cell. The pulse height spectra obtained from the hit

cell should follow Landau distribution since the typical energy deposited for a minimum

ionizing charged particle [8] (MIP) in a thin detector follows a Landau distribution [9].

Figure 3.11 shows the isolated cell ADC distribution obtained from 200 GeV Au+Au data

set with detector operating at −1400 V. As expected, the pulse height spectrum follows

the Landau distribution. The isolated cell spectra are obtained with same procedure in

simulation, as described above for data. In simulation the MPV and mean for the isolated

cell energy deposited spectra is 1.1 keV and 2.5 keV respectively.
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Figure 3.12: Typical isolated cell ADC spectra for a cell with low gain in data.

It is observed that for some of the cells the peak of the distribution is not developed

properly in real data. This results in isolated cell ADC spectra for many cases not

having a well defined peak as expected from the Landau distribution. One such typical

example is shown in Fig. 3.12. Such cells might have low gain resulting in underdeveloped

distribution. So we do not record good Landau distributions in some of the cells with

relatively lower gains than other cells. Hence the peak of the distribution in data cannot

be used for checking the uniformity of the gain for all cells in PMD or for finding out the

cell-to-cell gain normalization factor. We further observe, for those cells which have well

defined peak, the peak ADC (MPV) and mean ADC (MEAN) are linearly proportional.

This is shown in Fig. 3.13. So we have decided to use the mean ADC of the isolated cell

ADC distribution for calibration and studying the uniformity of response of the cells in

the detector. From Fig. 3.13, it is evident that the gain varies by a factor two over the

entire detector in real data. To study the cell-to-cell response in more detail, we look

into the variation of mean of isolated cell ADC spectra in each SM-chain combination of

PMD. The variation of the mean for few SM-chains are shown in the Fig. 3.14. From

this figure, we observe that the gain or response of the cells within a SM varies within ∼
10%. It may be mentioned that each SM is a separate gas tight and high voltage entity.
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Figure 3.13: Variation of most probable value and the mean of the isolated cell ADC
spectra from real data. The correlation is linear.
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Figure 3.14: Variation of mean of isolated cell ADC spectra for various SM-chains of
PMD.
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Table 3.2: Global means of the isolated cell ADC distribution of cells for working SMs of
PMD in Au+Au collisions at

√
sNN = 200 GeV.

SM No. Mean in ADC units

14 135

18 128

20 96

22 60

23 88

24 140

The reconstruction of the PMD data is carried out SM-wise. So it is important to have

uniformity of response over a SM, before reconstruction is carried out. This study suggests

the necessity of cell-to-cell gain calibration for PMD before further analysis of the data.

The calibration is also done SM-wise. The cell-to-cell gain calibration in a supermodule

is done by the following procedure. First, mean of the ADC distribution of each isolated

cell in a supermodule is obtained. Then, mean of all isolated cell ADC distributions is

obtained for a supermodule. This is called global mean for that supermodule. The ratio

of this global mean to the mean of each isolated cell ADC distribution is obtained for

each cell in that SM. This is called the calibration factor of that isolated cell. Each cell

belonging to a particular SM, for all events, is then calibrated by the calibration factor to

have uniform response. The global means are later on used as a discrimination threshold.

The global mean values obtained for the working supermodules in the preshower plane

are given in Table 3.2.

3.4 Occupancy

The occupancy for the STAR-PMD is defined as the ratio of total number of cells hit to

the total number of cells in the PMD. The detector configuration is designed to keep the
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Figure 3.15: Occupancy of the STAR PMD as a function of η from real data for 0–5%
central and 50–60% peripheral Au+Au collisions at

√
sNN = 200 GeV.

occupancy to a lower level to have better efficiency of particle detection. Figure 3.15 shows

the occupancy of the STAR PMD as a function of η from real data in Au+Au collisions

at
√

sNN = 200 GeV. The 0–5% centrality corresponds to low impact parameter collisions

or central collisions and the 50–60% centrality corresponds to higher impact parameter

collisions or peripheral collisions. As the particle density is higher for central collisions,

the occupancy is higher compared to peripheral collisions. The increase in occupancy as

we go from −2.4 to −3.8 in η reflects the increase in particle multiplicity per unit area. It

means the ratio of the number of particles falling on the detector to the number of cells

in the η ∼ −3.6 region is higher compared to corresponding number at η ∼ −2.4. The

maximum occupancy in data is less than 54% for Au+Au collisions at
√

sNN = 200 GeV.

3.5 Clustering Algorithm

A photon passing through the lead converter in front of the preshower plane produces

electromagnetic showers. The electrons and positrons coming out of the shower hit a

group of cells on the preshower plane. These group of cells are called clusters [10]. Each
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cluster is then characterized by its total ADC (or Edep) and (η, φ) position of its center.

The clustering is done SM-wise. The first step in the analysis is to collect all the contagious
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Figure 3.16: Top panel: Cluster ADC distribution. Bottom panel: Number of cells in a
cluster. Results are shown for Au+Au collisions at

√
sNN = 200 GeV.

cells having non-zero ADC (or energy deposition (Edep)). This group of cells is referred to

as a supercluster. Thus the superclusters are separated by cells having zero ADC (Edep), or

part of their boundary coincides with the SM boundary. Superclusters are made starting

from the cell with largest ADC (Edep) and forming a cluster with contagious non-zero

ADC (Edep) cells. For making the subsequent superclusters we search for the next largest

ADC (Edep) cell and follow the same procedure of collecting contagious non-zero ADC
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(Edep) cells. This process is repeated till all the non-zero ADC (Edep) cells in a SM are

exhausted. If the number of cells having non-zero ADC (Edep) is not very large, each

supercluster would consist of few cells. In that case, these superclusters themselves can

be identified with the particles (photons or charged particles) falling on the detector. The

superclusters constructed having large number of cells may have arisen due to overlap of

electromagnetic showers of different particles as a result of large particle density. In such

a case, there is a need of breaking the superclusters further. If the supercluster has more

than two cells then it is broken into a number of clusters. This is called refined clustering.

The maxima in ADC (Edep) are identified with the centers of the clusters. The proposed
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Correlation between total clusters on the PMD and the TPC track multiplicity from
experimental data at

√
sNN = 200 GeV.
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center should be at least one cell unit away from previously determined cluster centers.

That is, neighboring cells cannot be cluster centers. It is also assumed that if the distance

between the proposed center and the previously accepted center is between 1 and 2 cell

units, the strength of the (new) cell should be larger than 25% of the previously accepted

center cell. This is to ensure that fluctuations do not give rise to clusters. The number

25% is ad hoc and is tuned depending on the particle density. Note that this distance

condition implies the two cells are next nearest neighbors. If the distance between the

proposed center and the previously accepted center is 2 cell units (next-to-next nearest

neighbor), the cell strength should be larger than 10% of the strength of the previously

accepted cell. If the distance is larger than 2 cell units, it is accepted as new cell center.

Figures 3.16 and 3.17 show typical features of the clusters in the PMD. Top panel in

Fig. 3.16 shows a typical cluster ADC distribution, bottom panel shows the distribution

of number of cells in a cluster. Figure 3.17 (top panel) shows the event-by-event photon-

like clusters in the PMD. The photon-like (Nγ−like) clusters are the clusters above hadron

rejection threshold, discussed in next section. The distributions are shown for various

collision centrality classes for Au+Au collisions at
√

sNN = 200 GeV. The most central

collisions are represented by the centrality class 0–5% and the most peripheral by 50–60%

centrality class. Figure 3.17 (bottom panel) shows the correlation between total photon-

like clusters on the PMD and the TPC track multiplicity from data for different collision

centralities.

We checked for Au+Au collisions at
√

sNN = 200 GeV, and found that it is suffi-

cient to use algorithm up to supercluster formation for obtaining photon counting and

determination of photon spatial positions, as was used in Ref. [12].

3.5.1 Physics Performance Criteria for PMD

The physics performance of the preshower PMD is characterized by two quantities:

(i) photon counting efficiency (εγ) and

(ii) purity (fp) of the detected photon sample.
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These are defined by the following relations [3].

εγ = Nγ,th
cls /Nγ

inc , (3.1)

fp = Nγ,th
cls /Nγ−like . (3.2)

where Nγ
inc is the number of incident photons from the HIJING event generator, Nγ,th

cls

is the number of photon clusters above the photon-hadron discrimination threshold and

Nγ−like is the total number of clusters above the hadron rejection threshold. The fractional

contamination in the Nγ−like sample is given by (1−fp).

3.5.2 Photon Conversion Efficiency

The PMD has a 3 radiation length (X0) of lead converter material in front of the preshower

plane. Photon being an electromagnetic particle is converted into electromagnetic shower

(electrons and positrons), and these being charged get detected in the preshower plane of

the PMD. Low energy photons may get absorbed in the converter and hence will not be

detected in the preshower plane of the PMD.

Photon conversion efficiency is defined as the ratio of number of photons which give

signal in the preshower plane of the PMD above the noise threshold (∼ 0.2 × EMIP
dep in

simulation) to the number of photons incident on the converter material (3X0 of lead).

The conversion efficiency (shown in Fig. 3.18) is calculated by using single incident photons

of various transverse momenta in simulation. This conversion efficiency puts an upper

limit on photon counting efficiency (εγ). Figure 3.18 shows the conversion efficiency for

photons as a function of transverse momentum of incident photon. It can be seen that

above an incident transverse momentum of 0.5 GeV/c, the photon conversion efficiency

is higher than 90%.

In an event, photons are produced in all energy ranges following a distribution in pT .

So it is important to know what is the average photon conversion efficiency in an event

and how it varies with collision centralities. Figure 3.19 (top panel) shows the photon

conversion efficiency which is around 77% in Au+Au collisions at
√

sNN = 200 GeV. This

is the upper limit for the photon counting efficiency at this energy. Middle panel shows
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Figure 3.18: Typical conversion efficiency for photons as a function of transverse momen-
tum of incident photons in simulation.

the correlation between the number of incident photons and the detected photons, where

a photon is considered to be detected if it gives signal in any of the cells on the preshower

plane of the PMD. The correlation is linear which suggests that most of the times the

incident photon gets detected in the PMD. Bottom panel shows the dependence of photon

conversion efficiency on photon multiplicity in PMD acceptance in Au+Au collisions at
√

sNN = 200 GeV. The figure suggests that the photon conversion efficiency is almost

constant (for Nγ > ∼100) as function of number of incident photons within the PMD

acceptance.

3.5.3 Clustering Efficiency

The photon after getting converted into electromagnetic shower particles, hits a group of

cells in the preshower detector. A clustering clustering algorithm is used to detect these

clusters and associate them with photons. Clustering efficiency is defined as the ratio

of number of photons (tracks) that has converted and given a signal on the preshower
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Figure 3.19: Top panel: The photon conversion efficiency for many events in Au+Au
collisions at

√
sNN = 200 GeV. Middle panel: Correlation between number of incident

photons on the PMD and number of photons detected within the PMD. Bottom panel:
Variation of average photon conversion efficiency over a set of events as a function of
photon multiplicity in the PMD acceptance.
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Figure 3.20: Event-wise photon clustering efficiency.

plane of the PMD to the number of photon clusters (associated with converted photon

tracks) obtained through the clustering algorithm in the detector. Figure 3.20 shows the

clustering efficiency for large number of minimum bias events. We find that the clustering

efficiency is ∼90% for Au+Au collisions at
√

sNN = 200 GeV. So the upper limit on

photon counting efficiency can be 0.77 (photon conversion efficiency) × 0.90 (clustering

efficiency) ∼0.70 (70%) for Au+Au collisions at
√

sNN = 200 GeV.

3.5.4 Cluster Properties and Optimization of Clustering Algo-
rithm

3.5.4.1 Spilt Clusters

In order to estimate the photon counting efficiency and the background in the detected

photon sample, it is essential to associate an incident track to a cluster. The background

to the detected photon sample is not only from the hadron tracks but also from photon

tracks (which should ideally give one cluster on the detector) that give more than one

cluster on the preshower plane of the PMD. These extra clusters are called as split clusters.

These may arise due to the following reasons:

(a) upstream materials in front of PMD,
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(b) limitations of the clustering algorithm, and

(c) the process of shower formation of photons may lead to large angle emission of

particles, thus giving rise to two good clusters.

They have serious consequences as far as photon counting efficiency is concerned. The

photon counting efficiency may go beyond 100% if split clusters are not properly ac-

counted. The above quantities for the PMD are estimated from simulation studies, by

passing HIJING generated events through the GEANT incorporating full STAR detectors

during that period of data taking. An algorithm was previously developed to associate

every incident track to detected clusters on PMD. The quantities mentioned above can

be optimized by applying cuts on:

(i) Number of cells in a cluster (Ncell) and

(ii) Energy deposited by a particle in a cluster (Edep).

3.5.4.2 Track and Cluster position

The fraction of photon split clusters is defined as the ratio of total number of photon

split clusters in the event to the total number of photon clusters. Figure 3.21 shows the

percentage split clusters (a) as a function of number of incident photons in the PMD

coverage for PMD only case (top panel), (b) as a function of number of incident photons

in the PMD coverage for PMD with all (PMD+All) detectors (middle panel), and (c)

as a function of η for PMD+All detectors with refined clustering ON and OFF (bottom

panel). All results are obtained for cluster Edep greater than 3 × EMIP
dep and Ncell >

1. Percentage split clusters with the PMD only (GEANT simulations with only PMD

detector) is less than the PMD+All detector condition (GEANT simulations with full

STAR framework). There is no significant eta dependence of percentage split clusters. A

weak centrality dependence is observed with central collisions having higher percentage

split clusters. Percentage split clusters decrease if we switch OFF the refined clustering.

Ideally the cluster should have the same η and φ or x and y position as its incident track.

If we take the difference between incident track η and its cluster η or incident track φ and

its cluster φ, it should be zero. This may not happen due to the following reasons:
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Figure 3.22: The difference between the incident track (η, φ) and its cluster (η, φ) positions
for the PMD only (top) and for the PMD with all detectors case (bottom) for photons.

(i) Upstream materials in front of the PMD,

(ii) Limitations of the clustering algorithm, and

(iii) Shower centroid shift due to transmission through the converter.

Since one of the main observables in the PMD is the spatial distribution of photons, it is

crucial to see if we have most of photon clusters at the same position as its incident track.

For knowing the best possible results expected from the PMD, we compare the results

from simulation for the PMD only case with those from PMD+All detectors case. The

comparison will reflect the effect of material in front of the PMD. Due to the material

effect, the cluster position (η, φ) on the PMD from incident photon track position (η, φ)

will be different.

Figure 3.22 shows the difference between incident track η and corresponding cluster

η as well as incident track φ and corresponding cluster φ. The results are shown for PMD
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only (top panels) and PMD with all detectors (bottom panels). The deviation of the

clusters from the incident track position is very less for the PMD only case as compared

to PMD with all detector case. A high value of difference between cluster η and incident

track η suggests that it is due to upstream material in front of PMD. More important is

the sign of the difference. The positive sign means that ηtrack is high, which in turn means

that these tracks are coming from close to the beam pipe. Since the difference is as high

as 4, it is most likely due to scattering of the incident tracks from beam pipe and falling

on the PMD.
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Figure 3.23: Total number of clusters (%) lying within certain ∆η and ∆φ from its incident
track for the PMD only case (top panels) and for PMD with all detectors case (bottom
panels).

In Fig. 3.23, we show the percentage of tracks within certain ∆η and ∆φ. We find

that ∼90% of the clusters have their positions within ∆η < 0.2 for PMD only case (top

panels) and ∼70% of the clusters have their positions within ∆η < 0.2 of their incident
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tracks for PMD with all detectors (bottom panels). Further, about 80% of the clusters

have their position within ∆φ < 2o for PMD only case and about ∼70% for ∆φ < 8o

of their incident tracks for PMD with all detectors. For a combined condition on both

∆η and ∆φ, we have the following percentage of incident tracks for the PMD with all

detectors case.

(a) For ∆η < 0.1 and ∆φ < 2o: ∼50% of the clusters;

(b) For ∆η < 0.2 and ∆φ < 4o: ∼62% of the clusters; and

(c) For ∆η < 0.3 and ∆φ < 6o: ∼66% of the clusters are recovered on preshower plane.

All these are evaluated for minimum bias Au+Au collisions at
√

sNN = 200 GeV.

3.5.4.3 Optimization of Photon-Hadron Discrimination

In order to discriminate clusters due to photon track and clusters due to charged hadron

track, we need to know the properties of photon clusters and charged hadron clusters.

Some of these features are discussed below -

(a) Photon cluster will deposit more energy in the sensitive medium of the detector as

compared to the cluster formed due to charged hadron.

(b) Photon cluster will have more number of cells hit in the preshower plane due to the

electromagnetic shower of e+, e− coming from photon conversion in the 3X0 of lead

converter. The charged hadrons, which essentially hit single cell, will form cluster

with single isolated cell in the preshower plane.

These features can be used to discriminate a photon cluster from a charged hadron

cluster. One expects a hadron to be a MIP and deposit some minimum energy (∼ 2.5

keV from simulation studies) and give signal in only one cell in both pre-shower and

veto plane, as seen in test beam studies [7]. But the following points are needed to be

considered, which may lead to contrary results.

(a) A low energy photon may have most of its shower particles (e+, e−) get absorbed in

the 3X0 converter material. This may lead to less number of cells hit in preshower
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Figure 3.24: Efficiency (solid circles) and purity (solid squares) of photon counting as a
function of MIP Edep cut for Au+Au collisions at 200 GeV. One MIP Edep value is ∼ 2.5
keV.

plane and hence depleting a photon cluster with less number of cells as well as less

energy deposition in the preshower plane.

(b) A charged particle may interact with the converter material (for 3X0 the interaction

probability is about 10%). It may give signal in larger number of cells in preshower

plane and can form a cluster with Ncell > 1, and hence deposit more energy (>

EMIP
dep ).

(c) The clustering algorithm in its attempt to separate overlapping clusters (expected

in high particle density at forward rapidity in nucleus-nucleus collisions) may split

a photon cluster into many small clusters. This results in the formation of clusters

having smaller energy deposition and less number of cells.

The variation of photon counting efficiency and purity for various threshold cuts

decides the photon-hadron discrimination criteria. Figure 3.24 shows the efficiency of

photon counting and purity of photon sample as a function of MIP Edep cut. One MIP Edep

is equivalent to 2.5 keV as obtained from simulation studies. We observe that efficiency

of photon counting varies from greater than 70% to less than 30% with MIP Edep cut.

Purity of photon sample varies from 40% to 50% with MIP Edep cut. Since we do not
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Figure 3.25: Efficiency of photon counting (left panel) and purity of photon sample (right)
as a function of pseudorapidity for PMD+All detectors in Au+Au 200 GeV collisions for
refined clustering OFF and ON case.

want the cases of low efficiency and purity, it is appropriate to use the threshold values

for photon-hadron discrimination to be close to 3×EMIP
dep . Similar studies for efficiency

and purity as a function of Ncell cut, suggest the second condition for photon-hadron

discrimination to be Ncell > 1.

Figure 3.25 shows the efficiency of photon counting (left panel) and purity of photon

sample (right panel) as a function of pseudorapidity in Au+Au collisions at 200 GeV

for PMD with all detectors for refined clustering OFF and ON case. We observe that

efficiency of photon counting varies from 60% to 40% from pseudorapidity region −3.8 to

−2.4, respectively for the two cases of refined clustering OFF and ON. Purity of photon

sample is around 50% for the PMD range of pseudorapidity for refined clustering ON

case, whereas it varies from 60% to 50% with pseudorapidity for refined clustering OFF

case. Since the purity is better in case of refined clustering OFF, we take the efficiency

and purity values with refined clustering OFF for the subsequent analysis. All subsequent

analysis results presented will be based on refined clustering OFF scheme.

3.6 Efficiency and Purity

To estimate the number of photons (Nγ) from the detected Nγ−like clusters, we use the

photon reconstruction efficiency (εγ) and purity (fp) of the γ–like sample, defined by



3.6. EFFICIENCY AND PURITY 125

 η
-3.5 -3 -2.5

(%
)

0

20

40

60

80

100

Efficiency
Purity

Efficiency
Purity

Au+Au 200 GeV Cu+Cu 200 GeV

η
-3.5 -3 -2.5

(%
)

0

20

40

60

80

100
AMPTHIJING
Efficiency
Purity

Efficiency
Purity

Au+Au 62.4 GeV

Figure 3.26: Top panel: Photon reconstruction efficiency (εγ) (solid symbols) and purity
of photon sample (fp) (open symbols) for PMD as a function of pseudorapidity (η) for
minimum bias Au+Au and Cu+Cu at

√
sNN = 200 GeV. Bottom panel: Comparison

between estimated εγ and fp for PMD as a function of η for minimum bias Au+Au at√
sNN = 62.4 GeV using HIJING and AMPT models. The error bars on the AMPT data

are statistical and those for HIJING are within the symbol size.
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Eqs. (3.1) and (3.2), respectively. The photon multiplicity in data is then obtained as

Nγ = (fp/εγ)Nγ−like [3, 7, 11], where the ratio fp/εγ is estimated from simulations as

described below. Both εγ and fp are obtained from a detailed Monte Carlo simulation

using HIJING version 1.382 [1] with default parameter settings and the detector simu-

lation package GEANT [2], which incorporates the full STAR detector framework. In

our previous work [12], it has been shown that HIJING reproduces the Nch/Nγ ratio in

Au+Au collisions at
√

sNN = 62.4 GeV. For estimation of εγ in simulations, it may be

important to know the inclusive photon pT distribution. Due to lack of experimental

measurement of the inclusive photon pT distribution at forward rapidity, it is assumed

that they are similar to those from HIJING model. In order to investigate the possible

differences, εγ and fp are also obtained from a detailed Monte Carlo simulation using

AMPT model [13] with default parameter settings. The AMPT model is a multiphase

transport model which includes both initial partonic and final hadronic interactions. The

differences between the εγ and fp values estimated using the two models are less than 5%.

This difference is attributed to systematic errors on Nγ . Both εγ and fp can vary with

pseudorapidity and centrality. The εγ and fp for minimum bias Au+Au and Cu+Cu at

200 GeV are shown in top panel of Fig. 3.26. The photon reconstruction efficiency (which

includes the detector acceptance corrections) varies from 30% at η = −2.3 to 60% at

η = −3.7 for all collision centralities obtained from simulations for Au+Au and Cu+Cu

collisions at 62.4 [3, 12] and 200 GeV. The purity of the photon sample is nearly constant

as a function of η and varies between 40% and 60% for Au+Au and Cu+Cu collisions at

62.4 [3, 12] and 200 GeV. Both εγ and fp show slight variation with system-size. The η

dependence of the εγ reflects mainly the varying detector acceptance between η = −2.0

and η = −3.0. There is also a small effect of η-dependence on εγ due to varying particle

density as a function of η. This effect is already reflected in the comparison of εγ values

between Au+Au and Cu+Cu. The fp values by definition are not affected by detector

acceptance. The bottom panel of Fig. 3.26 shows a typical comparison of estimated εγ

and fp using HIJING and AMPT models for Au+Au minimum bias collisions at 62.4

GeV. The differences are within 5% level. The lower limit of photon pT acceptance in the

PMD is estimated from detector simulations to be 20 MeV/c.
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3.7 Photon Production

For high-energy heavy-ion collisions, measurements of particle multiplicity provide in-

formation on particle production mechanisms [14]. Event-by-event fluctuations in the

multiplicity of produced particles within a thermodynamic picture could be related to

matter compressibility [15]. The event-by-event correlation between photon and charged

particle multiplicities can be used to test the predictions of formation of disoriented chiral

condensates [16]. The variation of particle density in pseudorapidity (η) with collision

centrality can shed light on the relative contribution of soft and hard (perturbative QCD

jets) processes in particle production [17]. Multiplicity measurements can provide tests

of ideas on initial conditions in heavy-ion collisions based on parton saturation [18] and

color glass condensates [19]. Under certain model assumptions, the particle density in

pseudorapidity can provide information on the initial temperature and velocity of sound

in the medium [20]. The pseudorapidity distributions are found to be sensitive to the

effects of re-scattering, hadronic final-state interactions, and longitudinal flow [21].

Several interesting features of the dependence of particle density in pseudorapid-

ity have been observed in collisions from the experiments at the Relativistic Heavy-Ion

Collider (RHIC). Particle production is found to follow a unique, collision energy indepen-

dent, longitudinal scaling [22] in p+p and d+Au, as well as in heavy-ion collisions [23, 24].

Such longitudinal scaling is also found to be independent of collision centrality for pho-

tons [3, 12]. The total charged particle multiplicity (integrated over the full pseudorapidity

range) per average number of participating nucleon (〈Npart〉) pair is found to be indepen-

dent of collision centrality [23]. However, at midrapidity (|η| < 1), charged particle mul-

tiplicity per 〈Npart〉 is observed to increase from peripheral to central collisions [23]. This

clearly indicates that the mechanism of particle production could be different in different

pseudorapidity regions. In light of the earlier results of photon multiplicity scaling with

〈Npart〉 [3, 12] at forward rapidity, it is good to make direct comparison of the observables

(Nγ and dNγ/dη) for Cu+Cu and Au+Au collisions for systems having similar values of

〈Npart〉.
In following sections, we discuss results from the photon multiplicity measurements
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at forward rapidities in Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV and Au+Au

collisions at
√

sNN = 200 GeV from the STAR experiment [25] at RHIC. The results

from Au+Au collisions at
√

sNN = 62.4 GeV were reported in Refs. [3, 12]. The photon

multiplicity measurements are presented for various collision centrality classes and are

compared to corresponding results for charged particles. The photon production is dom-

inated by those from the decay of π0s [3]. HIJING [1] calculations indicate that about

93–96% of photons are from inclusive π0 decays for the
√

sNN and η range studied.

3.7.1 Systematic Errors

The systematic errors for photon multiplicity (Nγ) are due to [3, 12]:

(a) Uncertainty in estimates of εγ and fp values arising from splitting of clusters, the

choice of photon-hadron discriminator threshold and choice of different event gener-

ators for their estimation. It is estimated from Monte Carlo simulations and found

to be ≤ 16% for all systems and beam energies studied. It is fairly independent of

collision centrality.

(b) Uncertainty in Nγ arising from the non-uniformity of the detector response (pri-

marily due to cell-to-cell gain variation). It is estimated using average gains for

normalization and by studying the azimuthal dependence of the photon density, in

an η window in the detector, and is found to be ∼ 10%.

The total systematic error on Nγ is ∼19% for both central and peripheral collisions and

is similar for Au+Au and Cu+Cu at 62.4 and 200 GeV. The statistical errors are small

and within the symbol size for the results shown in the figures.

3.7.2 Multiplicity Distributions

Figure 3.27 shows the photon multiplicity distributions for minimum bias Au+Au and

Cu+Cu collisions at 62.4 and 200 GeV. The distributions for both energies and colliding

ion species show a characteristic shape with a rise at small multiplicity owing to peripheral

events. This indicates the probability of occurrence of peripheral collisions is higher. This

rise is followed by a near plateau region with increasing photon multiplicity. This region
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is more prominent for Au+Au than Cu+Cu. It corresponds to mid-central collisions.

There is a fall-off region in the distributions for the most central collisions. Also shown in

Fig. 3.27 are event-by-event photon multiplicity distributions for central Au+Au (0–5%)

and Cu+Cu (0–10%) at
√

sNN = 62.4 and 200 GeV. The solid lines are Gaussian fits to

the data. The fit parameters are given in Table 4.1.
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Figure 3.27: Event-by-event photon multiplicity distributions (solid circles) for Au+Au
and Cu+Cu at

√
sNN = 62.4 and 200 GeV. The distributions for top 0–5% central Au+Au

collisions and top 0–10% central Cu+Cu collisions are also shown (open circles). The
photon multiplicity distributions for central collisions are observed to be Gaussian (solid
line). Only statistical errors are shown.

Figure 3.28 shows the pseudorapidity distributions of photons measured in the PMD

for various collision centralities in Au+Au and Cu+Cu at
√

sNN = 62.4 and 200 GeV. As

expected, the photon yield increases with decreasing |η|. The photon multiplicity is found

to increase from peripheral to central collisions. Comparisons to HIJING calculations for
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Table 3.3: Gaussian fit parameters for photon multiplicity distributions for −3.7 < η <
−2.3 for central Au+Au (0–5%) and Cu+Cu (0–10%) at

√
sNN = 62.4 and 200 GeV.

Collision Type 〈Npart〉 〈Nγ〉 σγ

Au+Au 62.4 GeV 347.3 252 30

Au+Au 200 GeV 352.4 582 52

Cu+Cu 62.4 GeV 96.4 73 13

Cu+Cu 200 GeV 99.0 140 26
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Figure 3.28: Photon pseudorapidity distributions for Au+Au and Cu+Cu at
√

sNN =
62.4 and 200 GeV. The results for several centrality classes are shown. The solid curves
are results of HIJING simulations for central (0–5% for Au+Au and 0–10% for Cu+Cu)
and 30–40% mid-central collisions. The errors shown are systematic, statistical errors are
negligible in comparison.
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central (0–5% for Au+Au and 0–10% for Cu+Cu) and 30–40% mid-central collisions are

also shown in the figure (solid curves). The HIJING results are in reasonable agreement

with the data for both beam energies and colliding ion species. Similar conclusions are

drawn for other centrality classes as well.

3.7.3 Scaling of Photon Production

3.7.3.1 Scaling with 〈Npart〉

The scaling of particle multiplicity with 〈Npart〉 indicates the dominance of soft processes

in particle production at RHIC, whereas scaling with average number of binary collisions

(〈Nbin〉) indicates the onset of hard processes (pQCD jets). The PHENIX experiment first

showed that at midrapidity, the charged particle production scales with a combination

of 〈Npart〉 and 〈Nbin〉 [17], indicating significant contribution of hard processes in particle

production. The PHOBOS experiment showed that such scaling has a pseudorapidity

dependence [23]. At midrapidity (|η| < 1), the particle production scales with a combina-

tion of 〈Npart〉 and 〈Nbin〉; for the range 3 < |η| < 3.4, it scales with 〈Npart〉; and for the

region 5 < |η| < 5.4, the particle production per average number of participating nucleon

pair decreases with increasing 〈Npart〉.
Figure 3.29 (top panel) shows the variation of photon multiplicity per average num-

ber of participating nucleon pair with 〈Npart〉 for Au+Au and Cu+Cu at 62.4 and 200

GeV within the range −3.7 < η < −2.3. We observe that within the systematic errors,

the photon multiplicity scales with 〈Npart〉 at forward rapidities. This indicates that the

photon production at forward rapidities is due to soft processes. For collisions with sim-

ilar 〈Npart〉, the photon multiplicity is similar for Au+Au and Cu+Cu at a given beam

energy. Also shown in the figure are results from HIJING (solid lines for Au+Au and

dashed lines for Cu+Cu). Considering the systematic errors shown, the HIJING results

compare well with the data for most of the collision centralities studied.

Figure 3.29 (bottom panel) shows the comparison of photon multiplicity per average

number of participating nucleon pair vs. 〈Npart〉 and the corresponding data for charged

particles from the PHOBOS for the range −3.7 < η < −2.3. Like photon production,

the charged particle multiplicity at forward rapidities is found to scale with 〈Npart〉. For
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Figure 3.29: Top panel: The number of photons divided by 〈Npart〉/2 as a function of
average number of participating nucleons for Au+Au and Cu+Cu at

√
sNN = 62.4 and

200 GeV for −3.7 < η < −2.3 . Errors shown are systematic only and include those
for 〈Npart〉. Results from HIJING are shown as lines (solid for Au+Au and dashed for
Cu+Cu). Bottom panel: Same as above, for both photons and charged particles from
PHOBOS [23].
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similar 〈Npart〉, the charged particle production in the region −3.7 < η < −2.3 is also found

to be similar for Au+Au and Cu+Cu at a given beam energy. The photon production

per average number of participating nucleon pair is slightly lower compared to that for

charged particles. A constant straight line combined fit to the charged particle results

for Au+Au and Cu+Cu in Fig. 3.29 at
√

sNN = 200 GeV gives 3.8 ± 0.2, while that

for photons yields 3.2 ± 0.1. For
√

sNN = 62.4 GeV, the values are 2.2 ± 0.1 and 1.6

± 0.05 for charged particles and photons, respectively. The difference may be due to

the contribution of protons to charged particles at forward rapidity. The measurements

(−3.7 < η < −2.3) are carried out close to the fragmentation region, where protons play

an increasingly larger role [12, 26]. The ratio of the number of charged particles to photons

in the range −3.7 < η < −2.3 is found to be 1.4 ± 0.1 and 1.2 ± 0.1 for
√

sNN = 62.4

GeV and 200 GeV, respectively.

3.7.3.2 Longitudinal Scaling

Previously, it was reported that both charged particle [23, 24] and photon pseudorapidity

density [3, 12], normalized by the average number of participating nucleon pairs as a func-

tion of η−ybeam, where ybeam is the beam rapidity, is independent of beam energy. Further,

it was observed that such longitudinal scaling was centrality dependent for charged par-

ticles, but was centrality independent for photons [3, 12]. Figure 3.30 shows the photon

pseudorapidity density normalized by the average number of participating nucleon pairs

as a function of η − ybeam, for selected centralities (for the sake of clarity) for Au+Au

and Cu+Cu at
√

sNN = 62.4 and 200 GeV. The ybeam values for 62.4 and 200 GeV are

−4.19 and −5.36, respectively. The Cu+Cu results are shifted by 0.1 units in η for sake

of clarity. The solid line is a second order polynomial of the form 0.54 + 0.22(η − ybeam)

+ 0.23(η − ybeam)2, fitted to all the data of Fig. 3.30. A fit to the ratio of data to this

function for the results in the upper panel yields a value of 0.96 ± 0.01 and those on

the lower panel yields 1.03 ± 0.01. The results demonstrate that the longitudinal scaling

for produced photons is independent of colliding ion species. In addition we re-confirm

that such scaling for photons is independent of beam energy and collision centrality as

reported earlier [3, 12].
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participating nucleon pairs for different collision centralities are plotted as a function of
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for Au+Au and Cu+Cu collisions at

√
sNN = 62.4 and 200 GeV. Errors are systematic

only, statistical errors are negligible in comparison. For clarity of presentation, results for
only four centralities are shown. The Cu+Cu data are shifted by 0.1 unit in η − ybeam.
The solid line is a second order polynomial fit to the data (see text for details).
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Figure 3.31 shows the charged pion rapidity density in Au+Au collisions at

RHIC [27], Pb+Pb collisions at the SPS [28], Au+Au collisions at AGS [29], and es-

timated π0 rapidity density from the photon measurement (photon rapidity density) at
√

sNN = 62.4 GeV, all as a function of y−ybeam. HIJING calculations indicate that about

93-96% of photons are from π0 decays. From HIJING, the ratio of photons to π0 yields

are obtained. This ratio is used to estimate the π0 yield from the measured photon yield.

The BRAHMS results at forward rapidities are slightly lower compared to the results

from SPS energies. However, in general, the results show that pion production in heavy

ion collisions in the fragmentation region agrees with the longitudinal scaling picture.
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Chapter 4

PARTICLE PRODUCTION AT√
sNN = 9.2 GeV

4.1 Introduction

Exploring the Quantum Chromodynamics (QCD) phase diagram is one of the goals of

high-energy heavy-ion collision experiments [1]. The QCD phase diagram is usually plot-

ted as temperature (T ) versus baryon chemical potential (µB). Assuming a thermalized

system is reached in heavy-ion collisions, both of these quantities can be varied by chang-

ing the collision energy [2]. The phase diagram shows a possible transition from a high

energy density and high temperature phase dominated by partonic degrees of freedom, to

a phase where the relevant degrees of freedom are hadronic [3]. Several observations at

the top RHIC energy, such as the suppression of high transverse momentum (pT ) hadron

production in Au+Au collisions relative to p+p collisions [4], large elliptic flow (v2) for

hadrons with light, as well as heavier strange valence quarks, and differences between

baryon and meson v2 at intermediate pT for Au+Au collisions, have been associated with

the existence of a phase with partonic degrees of freedom in the initial stages of heavy-ion

collisions [1, 4, 5]. Lowering the collision energy and studying the energy dependence of

these observables will allow us to search as a function of center of mass energy (
√

sNN)

or (T , µB) for the onset of the transition to a phase with partonic degrees of freedom at

the early stage of the collision.

Lattice QCD calculations indicate that the system produced at µB = 0 evolves

through a rapid crossover in the quark-hadron phase transition [6]. Calculations from
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lattice QCD [7] and those from several QCD-based models [8] suggest that for collisions

corresponding to large µB, the transition is first order. The point in the (T , µB) plane

where the first order phase transition ends, is the QCD critical point [9]. Theoretical

predictions of the location of this point on the phase diagram are subject to various

ambiguities [10]. An experimental program for locating the QCD critical point through

its signatures [10, 11] (e.g., long range fluctuations in event-by-event observables) is one

of the exciting possibilities at the RHIC facility. These motivations form the basis of

the proposal [12] by the collaborations (mainly STAR and PHENIX) at RHIC to carry

out a detailed program of exploring the phase diagram by varying the collision energy in

high-energy heavy-ion collisions.

As an initial step to test the capabilities of the collider and experiments, a short run

was conducted in the year 2008 at RHIC. The Au ions were collided at
√

sNN = 9.2 GeV,

which is below the injection energy at RHIC. The data taking period lasted for less than

five hours at the Solenoidal Tracker at RHIC (STAR) experiment. This chapter presents

the results based on the analysis of this small data set and demonstrates the success of

the test run in achieving its objectives. The measurements shown here are the first step

towards a detailed exploration of the QCD phase diagram at RHIC.

The presentation of results in this chapter are along the following lines: The next

section briefly presents the detectors used and details of 9.2 GeV data analysis. After that

we present the results including pT spectra, dN/dy, 〈pT 〉 and particle ratios as a function

of collision centrality and
√

sNN . In last section, we discuss the freeze-out conditions.

4.2 STAR Detector for 9.2 GeV Run

The results presented here are based on data taken at STAR [13] in Au+Au collisions at
√

sNN = 9.2 GeV. This data set is taken with a minimum bias trigger. The trigger detec-

tors used are the Beam-Beam Counter (BBC) and Vertex Position Detector (VPD) [14].

The BBCs are scintillator annuli mounted around the beam pipe beyond the east and west

pole-tips of the STAR magnet at about 375 cm from the center of the nominal interaction

region (IR). The VPDs are based on the conventional technology of plastic scintillator
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read-out by photomultiplier tubes. The VPD consists of two identical detector assemblies

very close to the beam pipe, one on each side at a distance of |Vz| = 5.6 m from the center

of the IR. The main detector used to obtain the results on pT spectra, yields, and particle

ratios for charged hadrons is the Time Projection Chamber (TPC) [15]. The TPC is the

primary tracking device at STAR. The TPC data are used to determine particle trajecto-

ries, momenta, and particle-type through ionization energy loss (dE/dx). The solenoidal

magnet field of the STAR used for this low energy Au+Au test run was 0.5 T. The details

of the design and other characteristics of the STAR detectors can be found in Ref. [13]

and are also given in chapter 2 of the present thesis.
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Figure 4.1: Event-by-event distribution of the z-position of the primary vertex (Vz) in
Au+Au collisions at

√
sNN = 9.2 GeV. The vertical solid lines show the condition of |Vz|

< 75 cm for selected events.

4.3 Data Set Selection

In following subsections, we discuss the criteria used for data set selection in Au+Au

collisions at
√

sNN = 9.2 GeV.
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4.3.1 Event Selection

The primary vertex for each minimum bias event is determined by finding the best point

of common origin of the tracks measured in the TPC. The distribution of the primary

vertex position along the longitudinal beam direction (Vz) is shown in Fig. 4.1. The

distribution is a broad Gaussian varying between −200 and 200 cm, with a root mean

square deviation of 89 cm. Only those events which have a Vz within 75 cm of the nominal

collision point (center of the detector) are selected for the analysis, corresponding to

57% of the total events recorded. This value is chosen by the trade-off between uniform
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Figure 4.2: The variation of x and y positions of event vertex. The events involving
beam-gas and beam-pipe interactions are rejected by applying a cut of 2 cm on the event
vertex radius for the present analysis. See text for details.

detector performance within |η| < 1.0 and sufficient statistical significance of the measured

observables. In order to reject events which involve interactions with the beam pipe and

beam-gas interactions, the event vertex radius (defined as
√

V 2
x + V 2

y where Vx and Vy

are the vertex positions along the x and y directions) is required to be less than 2 cm

as shown in Fig. 4.2. A total of about 3000 events pass the selection criteria described
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above. Figure 4.3 shows typical collisions recorded in STAR TPC. These are considered

as good events. Upper plots show the view along z-axis (beam direction) and the lower

plots show the view from the x-direction, perpendicular to the beam direction. Left plots

in the two panel show a typical collision with low multiplicity, and right plots show a

typical collision with high multiplicity.

Figure 4.3: Typical event displays observed in TPC of STAR detector for Au+Au collisions
at

√
sNN = 9.2 GeV [16]. Upper plots show the view along z-axis (beam direction) and

the lower plots show the view from the x-direction, perpendicular to the beam direction.
Left plots in the two panel show a typical collision with low multiplicity, and right plots
show a typical collision with high multiplicity.

4.3.2 Centrality Selection

Centrality classes in Au+Au collisions at
√

sNN = 9.2 GeV are defined using the number

of charged particle tracks reconstructed in the main TPC over the full azimuth, pseudo-

rapidity |η| < 0.5 and |Vz| < 75 cm.
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Figure 4.4: Uncorrected charged particle multiplicity distribution (open circles) measured
in the TPC within |η| < 0.5 in Au + Au collisions at

√
sNN = 9.2 GeV. The red-dashed

line represents the simulated multiplicity distribution. Errors are statistical only.

Figure 4.4 shows the uncorrected multiplicity distribution for charged tracks from

the real data (NTPC
ch , open circles) and for those obtained from simulation (red-dashed

line). Simulated multiplicity density is calculated using the two-component model [17]

with the number of participants (Npart) and number of collisions (Ncoll) extracted from

the Glauber Monte Carlo simulation as

dNch

dη
= npp

[
(1 − x)

Npart

2
+ xNcoll

]
. (4.1)

Here npp is the average multiplicity in minimum bias p+p collisions and x is the fraction

of the hard component. The inelastic cross-section for p+p collisions used in the Glauber

Model simulations is 31.5 mb [18]. In order to introduce event-by-event variation in mul-

tiplicity, we have convoluted the Negative Binomial Distributions (NBD) for multiplicities

in p+p collisions with those of Npart and Ncoll. The NBD distribution in multiplicity n

has two parameters, npp and k, and is defined as,

PNBD(npp, k; n) =
Γ(n + k)

Γ(n + 1)Γ(k)
· (npp/k)n

(npp/k + 1)n+k
, (4.2)
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Table 4.1: Centrality selection, average number of participating nucleons (〈Npart〉) and
average number of binary collisions (〈Ncoll〉).

% cross section NTPC
chtrk 〈Npart〉 〈Ncoll〉

0–10 > 162 317 ± 4 716 ± 83

10–30 74–162 202 ± 11 395 ± 34

30–60 17–74 88 ± 10 133 ± 20

where Γ is the Gamma function. The values k = 2.1 and npp = 1.12 are obtained by fitting

the measured multiplicities with those from the simulation. The simulated multiplicity

distribution is not sensitive to the k parameter. The distributions are found to be similar

for varying k values such as k = 1.0, 1.6, and 3.0. The fitting is performed for Nch > 17

in order to avoid the trigger inefficiency in peripheral collisions. The x value is fixed at

0.11 ± 0.03, obtained by extrapolating data from the PHOBOS collaboration [19]. The

centrality is defined by calculating the fraction of the total cross-section obtained from

the simulated multiplicity.

Table 4.1 lists the centrality selection criteria for Au+Au collisions at
√

sNN = 9.2

GeV. We have divided the events into three centrality classes, 0–10%, 10–30%, and 30–

60% of the total cross-section. The mean values of Npart and Ncoll have been evaluated

for these centrality bins and are given in Table 4.1. Systematic uncertainties on 〈Npart〉
and 〈Ncoll〉 have been estimated by varying npp and x in the two-component model as well

as varying the input parameters in the Glauber Monte Carlo simulation. The final errors

on 〈Npart〉 and 〈Ncoll〉 are the quadrature sum of these individual systematic errors. The

results presented in this chapter cover the collision centrality range of 0–60%. The results

from more peripheral collisions are not presented due to large trigger inefficiencies in this

test run.
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Table 4.2: Track selection criteria for the analysis presented in this chapter.

Analysis DCA Nfit η or y pT (GeV/c)

pT spectra < 3cm > 20 |y| < 0.5 > 0.1

4.3.3 Track Selection and Particle Identification

Track selection criteria for the present analysis is presented in Table 4.2. In order to avoid

admixture of tracks from secondary vertices, a requirement is placed on the distance of

closest approach (DCA) between each track and the event vertex. In order to prevent

multiple counting of split tracks, a condition is placed on the number of track points

(Nfit) used in the reconstruction of the track. Tracks can have a maximum of 45 hits in

the TPC. TPC in STAR detector is well known for identifying pion, kaon and proton.

Pions can be cleanly identified upto ∼ 0.8 GeV/c, kaons can be identified upto ∼ 0.7

GeV/c and protons can be identified upto ∼ 1.0 GeV/c, using TPC. Particle identication

is accomplished by measuring the ionization energy loss (dE/dx). Figure 4.5 shows the

dE/dx of pion, kaon, proton and electron plotted as a function of “rigidity”, which is

equal to charge × momentum of the particle. It can be seen that TPC can nicely identify

pion, kaon, proton and electron. To extract the pion yield in a given pT bin, we perform

an eight-Gaussian fit to the normalized dE/dx distributions of positively charged and

negatively charged hadrons, simultaneously. The normalized dE/dx in general is defined

as

nσX =
log((dE/dx)/BX)

σX
, (4.3)

where X is the particle type (e±, π±, K±, p, or p̄), BX is the expected mean dE/dx of

particle X, and σX is the dE/dx resolution of the TPC, which is a function of the track

length in the TPC. The expected mean dE/dx of particle X is calculated using a Bichsel

function for the energy loss in thin layers of P10 in the STAR TPC [15, 20]. Good agree-

ment between the measurement and the calculation was demonstrated previously [21].

Figure 4.6 shows a typical dE/dx distribution normalized to the pion dE/dx (referred to
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Figure 4.5: The dE/dx of pion, kaon, proton and electron plotted as function of rigidity
(charge × momentum). Red band is for pion, blue is for kaon, magenta is for proton and
green is for electron.

as the nσπ distribution) for charged hadrons with 0.3 < pT < 0.4 GeV/c and |y| < 0.5.

The counts under the Gaussian about nσπ ∼ 0 give the yield of pions for a particular pT

range. A similar procedure is followed to obtain yields for other pT ranges and for yields

of kaons and protons. Further details of extracting raw yields of identified hadrons from

normalized dE/dx distributions can be found in Ref. [22].

4.4 Correction Factors

Two major correction factors for pT spectra account for the detector acceptance and

for the efficiency of reconstructing particle tracks. These are determined together by

embedding the tracks simulated using the GEANT [23] model of the STAR detector into

real events at the raw data level. One important requirement is to have a match in
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Figure 4.6: The dE/dx distribution for positively charged hadrons in the TPC, normalized
by the expected pion dE/dx at 0.3 < pT < 0.4 GeV/c and |y| < 0.5 in Au+Au collisions at√

sNN = 9.2 GeV. The curves are Gaussian fits representing contributions from pions (dot-
dashed, red), electrons (dashed, green), kaons (dot-dashed, blue), and protons (dotted,
magenta). See text for details. Errors are statistical only.

the distributions of reconstructed embedded tracks and real data tracks for quantities

reflecting track quality and used for track selection. Figures 4.7 (a) and (b) show the

comparisons of DCA (for protons) and Nfit (for pions) distributions, respectively, in the

range 0.4 < pT < 0.7 GeV/c. Similar agreement as in Fig. 4.7 is observed between

embedded tracks and real data in other measured pT ranges for all the identified hadrons

presented in this chapter. The ratio of the distribution of reconstructed and original

Monte Carlo tracks as a function of pT gives the acceptance × efficiency correction factor

as a function of pT for the rapidity interval studied. The typical efficiency × acceptance

factors in 0–60% central collisions for pions, kaons and protons at midrapidity (|y| < 0.5)

are shown in Fig. 4.8(a). The raw yields are corrected by these factors to obtain the final
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Figure 4.7: (a) Distribution of distance of closest approach of proton tracks to the primary
vertex. The embedded tracks are compared to the ones in real data at 0.4 < pT < 0.7
GeV/c at midrapidity in Au+Au collisions at

√
sNN = 9.2 GeV. The DCA distribution of

anti-protons in a similar kinematic range is also shown for comparison. (b) Comparison
between the distributions of number of fit points for pions from embedding and from real
data for 0.4 < pT < 0.7 GeV/c at midrapidity in Au+Au collisions at

√
sNN = 9.2 GeV.
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pT spectra.

The STAR experiment has previously observed that proton yields had significant

contamination from secondary protons, due to interactions of energetic particles produced

in collisions with detector materials. As these secondary protons are produced away

from the primary interaction point, they appear as a long tail in the DCA distribution

of protons. A comparison between shapes of DCA distributions of protons and anti-

protons (which do not have such sources of background) was used in STAR to estimate

the background contribution to the proton yield [22, 24]. This feature was found to be

more pronounced at lower pT . In this test run, it is observed that the DCA distribution

for protons does not exhibit a long tail, and that for all the pT ranges studied, its shape is

similar to that for anti-protons (Fig. 4.7(a)). This lack of secondary protons for Au+Au

collisions at
√

sNN = 9.2 GeV could be due to the experimental configuration in the

year 2008 with reduced amount of material in front of the STAR TPC, and due to the

relatively small number of energetic particles produced in the interactions compared to

collisions at higher energies of
√

sNN = 62.4 and 200 GeV. No corrections for secondary

proton background are applied for the present analysis at
√

sNN = 9.2 GeV.

The charged pion spectra are corrected for feed-down from weak decays, muon con-

tamination, and background pions produced in the detector materials. These corrections

are obtained from Monte Carlo simulations of HIJING events at
√

sNN = 9.2 GeV, with

the STAR geometry for year 2008 and a realistic description of the detector response used

in GEANT. The simulated events are reconstructed in the same way as the real data. The

weak-decay daughter pions are mainly from K0
S, and are identified by the parent particle

information accessible from the simulation. The muons from pion decay can be misidenti-

fied as primordial pions due to their similar masses. This contamination is obtained from

Monte Carlo simulations by identifying the decay, which is accessible in the simulation.

The weak-decay pion background and muon contamination obtained from the simulation

are shown in Fig. 4.8(b), as a function of simulated pion pT for 0–60% central Au+Au

collisions at
√

sNN = 9.2 GeV. The final pion spectra are corrected for this background

effect.

The low momentum particles lose energy while traversing the detector material. The



4.4. CORRECTION FACTORS 151

 (GeV/c)MC
T

p
0 0.5 1 1.5

 A
cc

ep
ta

nc
e

×
E

ffi
ci

en
cy

 

0

0.2

0.4

0.6

0.8

+π
+K

p
(a)

 (GeV/c)
T

p
0 0.5 1 1.5

 B
ac

kg
ro

un
d 

(%
)

π

0

5

10

15

20

25  backgroundπTotal 
πWeak decay 

Muon contamination

(b)

HIJING+GEANT

Figure 4.8: (a) Efficiency × acceptance for reconstructed pions, kaons and protons in
the TPC as a function of pT at midrapidity in Au+Au collisions at

√
sNN = 9.2 GeV.

(b) Percentage of pion background contribution estimated from HIJING+GEANT as a
function of pT at midrapidity in Au+Au collisions at

√
sNN = 9.2 GeV. The contributions

from different sources and the total background are shown separately.
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Figure 4.9: The pT difference of reconstructed and embedded track plotted as function of
pT of embedded track for (a) kaons and (b) protons. See text for the details.
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Table 4.3: Sources of systematic errors on yields of various produced hadrons.

Hadron Vz track cuts y correction PID extrapolation

π 3% 3.2% 2% 5% 5% 3%

K 3% 6.2% 2% 5% 10% 8%

p 3% 5.4% 10% 5% 4% 15%

track reconstruction algorithm takes into account the Coulomb scattering and energy loss,

assuming the pion mass for each particle. Therefore, a correction for the energy loss by

heavier particles (K±, p and p̄) is needed. This correction is obtained from embedding

Monte Carlo simulations, in which the pT difference of reconstructed and embedded track

is plotted as function of pT of embedded track.

Figure 4.9 (a) and (b) show the energy loss as function of pT for kaons and protons

respectively. The lines represent the function fitted to the data points, given as -

f(pT ) = A + B

(
1 +

C

p2
T

)D

, (4.4)

where A, B, C and D are the fit parameters. The largest change in reconstructed pT is

found to be ∼20 MeV/c at pT = 200 MeV/c. For all results presented in this chapter,

the track pT is corrected for this energy loss effect.

4.5 Systematic Errors

Systematic uncertainties on the spectra are estimated by varying cuts, and by assess-

ing the purity of identified hadron sample from dE/dx measurements. In addition, the

Gaussian fit ranges are varied to estimate the systematic uncertainty on the extracted

raw spectra. For integrated particle yields, extrapolating yields to unmeasured regions

in pT is an additional source of systematic error. These are estimated by comparing the

extrapolations using different fit functions to the pT spectra. The detailed procedure is

described in Ref. [22]. A summary of various sources of systematic errors on the identified
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hadron yields for 0–60% centrality in Au+Au collisions at
√

sNN = 9.2 GeV is given in

Table 4.3. The columns in this table are explained below.

• The column titled “Vz” in Table 4.3 represents the systematic errors obtained by

varying the Vz range in the analysis,

• “track cuts” lists systematic errors due to variation of DCA and Nfit cut values,

• “y” represents the systematic effect on yields due to a variation in rapidity range

from ± 0.5 to ± 0.2,

• “correction” includes the contribution to systematic errors from track reconstruction

efficiency and acceptance estimates,

• “PID” represents the systematic errors associated with particle identification (ob-

tained by varying the dE/dx cuts and the range of Gaussian fits to normalized

dE/dx distributions), and

• “extrapolation” refers to the contribution of systematic errors from the different fit

functions used for obtaining yields in unmeasured pT ranges.

In addition, the systematic error arising due to the pion background estimation (discussed

in the previous subsection) is also calculated. It is of the order of 6%. The total systematic

errors are of the order of 11%, 16%, and 20% for pion, kaon, and proton yields respectively.

4.6 Transverse Momentum Spectra

Figure 4.10 shows the transverse momentum spectra for π±, K±, and p (p̄), in Au+Au

collisions at
√

sNN = 9.2 GeV. The results are shown for the collision centrality classes

of 0–10%, 10–30%, 30–60%, and 0–60%. The p̄ spectrum is shown only for 0–60% cen-

trality and the yields are multiplied by a factor of 10 for visibility. The inverse slopes of

the identified hadron spectra follow the order π < K < p. The spectra can be further

characterized by looking at the dN/dy and 〈pT 〉 or 〈mT 〉 − m for the produced hadrons,

where m is the mass of the hadron and mT =
√

m2 + p2
T is its transverse mass. Those

observables are discussed in the following sections.
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Figure 4.10: Transverse momentum spectra for (a) charged pions, (b) K+, (c) protons, and
(d) K− at midrapidity (|y| < 0.5) in Au+Au collisions at

√
sNN = 9.2 GeV for various

centralities. The distributions for anti-protons were measured in this limited statistics
data only for 0–60% centrality. The anti-proton yield shown in the figure is multiplied by
a factor of 10. The errors are statistical and systematic errors added in quadrature.

4.7 Centrality Dependence of Particle Production

Figure 4.11 shows the comparison of collision centrality dependence of dN/dy of π+, K±,

and p, normalized by 〈Npart〉, between new results at
√

sNN = 9.2 GeV and previously

published results at
√

sNN = 62.4 and 200 GeV from the STAR experiment [4, 22, 25].

The yields of charged pions and kaons decrease with decreasing collision energy. The

collision centrality dependence within the limited centrality region studied for the new

results is similar to that at higher beam energies. For protons, dN/dy is larger in central

Au+Au collisions at
√

sNN = 9.2 GeV compared to corresponding results at
√

sNN =
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Figure 4.11: dN/dy of (a) π+ and (b) p, normalized by 〈Npart〉, for Au+Au collisions at√
sNN = 9.2 GeV, plotted as a function of 〈Npart〉. The lower energy results are compared

to corresponding results for Au+Au collisions at
√

sNN = 62.4 and 200 GeV [22, 25].
Errors shown are the quadrature sum of statistical and systematic uncertainties.

62.4 and 200 GeV [4, 22, 25]. For the most peripheral collisions, the yields are comparable

within errors to corresponding yields at higher beam energies. The increase in proton yield

per participating nucleon with the increasing collision centrality is due to large baryon

stopping in the lower energies. The inclusive dNch/dη (sum of contributions from π±, K±,

and p (p̄)) at midrapidity for various collision centralities are given in Table 4.4 along with

the statistical and systematic errors for Au+Au collisions at
√

sNN = 9.2 GeV.

Figure 4.12 shows the comparison of 〈pT 〉 as a function of 〈Npart〉 for π+, K+, and

p from Au+Au collisions at
√

sNN = 9.2 GeV with those from collisions at
√

sNN = 62.4

(top panel) and 200 GeV (bottom panel) [4, 22, 25]. For the collision centralities studied,
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Figure 4.12: 〈pT 〉 for π+, K+, and p, plotted as a function of 〈Npart〉 for Au+Au colli-
sions at

√
sNN = 9.2 GeV and compared to corresponding results at

√
sNN = 62.4 GeV

(top panel) and
√

sNN = 200 GeV (bottom panel). The 200 and 62.4 GeV results are
from Refs. [4, 22, 25]. Errors shown are the quadrature sum of statistical and systematic
uncertainties.
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Table 4.4: Centrality dependence of dNch/dη at midrapidity in Au+Au collisions at
√

sNN

= 9.2 GeV.

% cross section dNch/dη stat. error sys. error

0–10 229 25 62

10–30 133 15 36

30–60 48 5 13

the dependencies of 〈pT 〉 on 〈Npart〉 at
√

sNN = 9.2 GeV are similar to those at
√

sNN =

62.4 and 200 GeV. An increase in 〈pT 〉 with increasing hadron mass is observed at
√

sNN =

9.2 GeV. A similar dependence is also observed for
√

sNN = 62.4 and 200 GeV. However,

the differences in 〈pT 〉 between protons and kaons are much smaller compared to the

observations at higher beam energies. The mass dependence of 〈pT 〉 reflects collective

expansion in the radial direction. The smaller difference between 〈pT 〉 of protons and

kaons at
√

sNN = 9.2 GeV indicates that the average collective velocity in the radial

direction is smaller at that energy.

Figure 4.13 shows the various particle ratios (K−/K+, K−/π−, p/π+, and K+/π+)

as a function of collision centrality expressed as 〈Npart〉 for Au+Au collisions at
√

sNN =

9.2 GeV. Corresponding results from Au+Au collisions at
√

sNN = 62.4 and 200 GeV [4,

22, 25] are also shown. The π−/π+ ratio is close to unity and is not shown. Due to low

event statistics and the low yield of anti-protons, the centrality dependence of the p̄/p

ratio for
√

sNN = 9.2 GeV collisions could not be extracted.

The K−/K+ and K−/π− ratios are lower at
√

sNN = 9.2 GeV compared to those at
√

sNN = 62.4 and 200 GeV. In the case of K+/π+, there is less variation between 9.2 GeV

and the highest RHIC energies than in case of the other particle ratios discussed above.

This reflects an interplay between the decreasing importance of associated production and

an increasing contribution from pair production of kaons with increasing collision energy.

Associated production refers to reactions such as NN → KY N and πN → KY , where

N is a nucleon and Y a hyperon. The p/π+ ratio is larger at
√

sNN = 9.2 GeV than at
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Figure 4.13: Variation of (a) K−/K+, (b) p/π+, (c) K−/π−, and (d) K+/π+ ratios as a
function of 〈Npart〉 for Au+Au collisions at

√
sNN = 9.2 GeV. For comparison we also show

the corresponding results from Au+Au collisions at
√

sNN = 62.4 and 200 GeV [22, 25].
Errors shown are the quadrature sum of statistical and systematic uncertainties.

√
sNN = 62.4 and 200 GeV for all collision centralities studied. As discussed above, this

is a consequence of the higher degree of baryon stopping for the collisions at
√

sNN = 9.2

GeV compared to those at
√

sNN = 62.4 and 200 GeV.

4.8 Energy Dependence of Particle Production

Figure 4.14 shows the dNch/dη at midrapidity normalized by 〈Npart〉/2 as a function

of
√

sNN . The result from
√

sNN = 9.2 GeV is in agreement with the general energy

dependence trend observed at the AGS [26], SPS [27], and RHIC [22, 28]. The result at

9.2 GeV has a value close to that obtained at a similar energy (
√

sNN = 8.8 GeV) by the



160 CHAPTER 4. PARTICLE PRODUCTION AT
√

SNN = 9.2 GEV

 (GeV)NNs
4 56 10 20 30 100 200

〉
pa

rt
/0

.5
N

η
/d

ch
dN〈

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
0-10% Au+Au 9.2 GeV 

Figure 4.14: The midrapidity dNch/dη normalized by 〈Npart〉/2 as a function of
√

sNN .
Au+Au collisions at

√
sNN = 9.2 GeV are compared to previous results from AGS [26],

SPS [27], and RHIC [22, 28]. Errors shown are the quadrature sum of statistical and
systematic uncertainties.

NA49 experiment at SPS [27]. Figures 4.15 (a) and (b) show dN/dy normalized to 〈Npart〉
for π± and K±, respectively, in 0–10% central Au+Au collisions at

√
sNN = 9.2 GeV,

compared to previous results at AGS [26], SPS [27], and RHIC [22]. Within errors, the

yields are consistent with previous results at similar
√

sNN . Figures 4.15 (c) and (d) show

the 〈mT 〉−m for π± and K±, respectively, in 0–10% central Au+Au collisions at
√

sNN =

9.2 GeV. The results are also compared to previous measurements at various energies. The

results from Au+Au collisions at
√

sNN = 9.2 GeV are consistent with corresponding

measurements at SPS energies at similar
√

sNN . Both dN/dy and 〈mT 〉−m are obtained

using data in the measured pT ranges and extrapolations assuming certain functional

forms for the unmeasured pT ranges [22]. For the present midrapidity measurements, the

percentage contribution to the yields from extrapolation are about 20% for π±, 50% for
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Figure 4.15: Top panels: dN/dy normalized by 〈Npart〉 for (a) π± and (b) K±. Bottom
panels: 〈mT 〉 − m of (c) π± and (d) K±. Results are shown for 0–10% central Au+Au
collisions at

√
sNN = 9.2 GeV, and are compared to previous results from AGS [26],

SPS [27], and RHIC [22]. The errors shown are the quadrature sum of statistical and
systematic uncertainties.

K±, and 25% for p.

The 〈mT 〉−m values increase with
√

sNN at lower AGS energies, stay independent of
√

sNN at the SPS and RHIC 9.2 GeV collisions, then tend to rise further with increasing
√

sNN at the higher beam energies at RHIC. For a thermodynamic system, 〈mT 〉 − m

can be an approximate representation of the temperature of the system, and dN/dy ∝
ln(

√
sNN) may represent its entropy. In such a scenario, the observations could reflect the

characteristic signature of a first order phase transition, as proposed by Van Hove [29].

Then the constant value of 〈mT 〉 − m vs.
√

sNN around 9.2 GeV could be interpreted as
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Figure 4.16: (a) π−/π+, (b) K−/K+, (c) p̄/p, and (b) K/π ratios at midrapidity (|
y |< 0.5) for central 0–10% Au+Au collisions at

√
sNN = 9.2 GeV compared to previous

results from AGS [26], SPS [27], and RHIC [22]. Errors shown are the quadrature sum of
statistical and systematic uncertainties.

reflecting the formation of a mixed phase of a QGP and hadrons during the evolution of

the heavy-ion system. However, there could be several other effects to which 〈mT 〉−m is

sensitive, which also need to be understood for proper interpretation of the data [30]. The

energy dependencies of the proton dN/dy and 〈mT 〉−m are not discussed in this chapter,

as the STAR results are presented without correction for feed down contributions. The

low event statistics in the present data does not allow us to obtain feed-down corrections

from the data itself. All results presented in this chapter are from inclusive protons and

anti-protons similar to that at higher RHIC energies [22].

Figure 4.16 shows the collision energy dependence of the particle ratios π−/π+,
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K−/K+, p̄/p, and K/π, in central heavy-ion collisions. The new results from Au+Au col-

lisions at
√

sNN = 9.2 GeV follow the
√

sNN trend established by previous measurements.

The pT -integrated π−/π+ ratio at
√

sNN = 9.2 GeV is 1.08 ± 0.04 (stat.) ± 0.16 (sys.).

Those at lower beam energies have values much larger than unity, which could be due to

significant contributions from resonance decays (such as from ∆ baryons). The value of

the p̄/p ratio at
√

sNN = 9.2 GeV is 0.010 ± 0.001 (stat.) ± 0.003 (sys.), indicating large

values of net-protons (p−p̄) and large baryon stopping in these collisions. The p̄/p ratio in-

creases with increasing collision energy and approaches unity for top RHIC energies. This

indicates that at higher beam energies the collisions have a larger degree of transparency,

and the p (p̄) production at midrapidity is dominated by pair production. The K−/K+

ratio at
√

sNN = 9.2 GeV is 0.38 ± 0.05 (stat.) ± 0.09 (sys.), indicating a significant con-

tribution to kaon production from associated production at lower collision energies. With

increasing
√

sNN , the K−/K+ ratio approaches unity, indicating dominance of kaon pair

production. The K/π ratio is of interest, as it expresses the enhancement of strangeness

production relative to non-strange hadrons in heavy-ion collisions compared to p + p col-

lisions. The increase in K+/π+ ratio with beam energies up to
√

sNN = 7.7 GeV at

SPS and the subsequent decrease and possible saturation with increasing beam energies

has been a subject of intense theoretical debate recently [27, 31]. The discussions mainly

focus on the question of the relevant degrees of freedom that are necessary to explain the

energy dependence of the K/π ratio. Our new results from Au+Au collisions at
√

sNN =

9.2 GeV with only 3000 events (hence with large errors) are found to be consistent with

the previously observed energy dependence. A higher statistics measurement as part of

the upcoming Beam Energy Scan at RHIC, with the advantages of collider geometry and

with inclusion of the Time-Of-Flight detector [32] in STAR will provide a more precise

comparison with as well as a significant quantitative improvement over the SPS results.

4.9 Freeze-out Parameters and Phase Diagram

The measured hadron spectra reflect the properties of the bulk matter at kinetic freeze-

out, after elastic collisions among the hadrons have ceased. More direct information on the
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earlier stages can be deduced from the integrated yields of the different hadron species,

which change only via inelastic collisions. The point in time at which these inelastic

collisions cease is referred to as chemical freeze-out, which takes place before kinetic

freeze-out. The transverse momentum distributions of the different particles contain two

components, one random and one collective. The random component can be identified

as the one that depends on the temperature of the system at kinetic freeze-out (Tkin).

The collective component, which arises from the matter density gradient from the center

to the boundary of the fireball created in high-energy nuclear collisions, is generated by

collective flow in the transverse direction, and is characterized by its velocity βT .
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Figure 4.17: Midrapidity transverse momentum distributions of pions, kaons and protons
(no feed-down correction) for 0–10% most central Au+Au collisions at

√
sNN = 9.2 GeV,

fitted to blast-wave model calculations [33]. The extracted kinetic freeze-out parameters
are Tkin = 105 ± 10 (stat.) ± 16 (sys.) MeV and 〈βT 〉 = 0.46c ± 0.01c (stat.) ± 0.04c
(sys.).

Assuming that the system attains thermal equilibrium, the blast-wave (BW) formu-

lation [33] can be used to extract Tkin and 〈βT 〉. The transverse flow velocity of a particle

at a distance r from the center of the emission source, as a function of the surface velocity
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(βs) of the expanding cylinder, is parameterized as βT (r) = βs(r/R)n, where n is found

by fitting the data. The transverse momentum spectrum is then

dN

pT dpT
∝

∫ R

0

r dr mT I0

(
pT sinh ρ(r)

Tkin

)
× K1

(
mT cosh ρ(r)

Tkin

)
, (4.5)

where I0 and K1 are modified Bessel functions and ρ(r) = tanh−1 βT (r). Simultaneous fits

to the pT distributions of π, K, and p at midrapidity for central 0–10% Au+Au collisions

at
√

sNN = 9.2 GeV are shown in Fig. 4.17. The extracted parameters are Tkin = 105 ±
10 (stat.) ± 16 (sys.) MeV, 〈βT 〉 = 0.46c ± 0.01c (stat.) ± 0.04c (sys.), and n = 0.9 ±
6.4 (stat.) ± 6.4 (sys.) with χ2/ndf = 15/17. The parameter n is poorly constrained by

the fits in this low event statistical data set. The parameter values do not change within

the quoted errors for other centrality ranges. Only statistical errors are used for obtaining

the fit parameters shown in the figure. Inclusion of systematic errors gives similar values

of Tkin and 〈βT 〉. Similar studies have been done for other higher energy collisions at

RHIC [22].

Within a statistical model in thermodynamical equilibrium, the particle abundance

in a system of volume V can be given by

Ni/V =
gi

(2π)3
γSi

S

∫
1

exp
(

Ei−µBBi−µSSi

Tch

)
± 1

d3p , (4.6)

where Ni is the abundance of particle species i, gi is the spin degeneracy, Bi and Si

are the baryon number and strangeness number, respectively, Ei is the particle energy,

and the integral is taken over all momentum space [22]. The model parameters are the

chemical freeze-out temperature (Tch), the baryon (µB) and strangeness (µS) chemical

potentials, and the ad hoc strangeness suppression factor (γS). Measured particle ratios

are used to constrain the values of temperature (Tch) and baryon chemical potential (µB) at

chemical freeze-out using the statistical model assumption that the system is in thermal

and chemical equilibrium at that stage. Fits are performed to the various ratios for

midrapidity central 0–10% Au+Au collisions at
√

sNN = 9.2 GeV using such a model,

and are shown in Fig. 4.18. The analysis is done within the framework of a statistical

model as discussed in Ref. [34]. This model has been used to extract chemical freeze-out

parameters at higher RHIC energies [22]. The extracted parameter values are Tch = 151
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Figure 4.18: Midrapidity particle ratios for 0–10% most central Au+Au collisions at
√

sNN

= 9.2 GeV, fitted to thermal model calculations. See text for details. The extracted
chemical freeze-out temperature is Tch = 151 ± 2 (stat.) ± 7 (sys.) MeV and baryon
chemical potential is µB = 354 ± 7 (stat.) ± 30 (sys.) MeV.

± 2 (stat.) ± 7 (sys.) MeV, µB = 354 ± 7 (stat.) ± 30 (sys.) MeV, µS = 25 ± 9

(stat.) ± 14 (sys.) MeV, and γS = 0.9 ± 0.7 (stat.) ± 0.1 (sys.) for 9.2 GeV data.

These values are very close to those extracted from the measurements at SPS for similar
√

sNN [35]. Only statistical errors on the particle production ratios are used for obtaining

the fit parameters. Inclusion of systematic errors gives similar values of Tch and µB.

Figure 4.19 shows the temperatures at various stages in heavy-ion collisions as a

function of µB (at different
√

sNN). The µB values shown are estimated at chemical

freeze-out. The initial temperatures (Tinitial) achieved at top RHIC and SPS energies are

obtained from models [36] that explain the direct photon measurements from the PHENIX

experiment at RHIC [37] and from the WA98 experiment at SPS [38]. From these models,

which assume that thermalization is achieved in the collisions within a time between 0.1–

1.2 fm/c, the Tinitial extracted is greater than 300 MeV at RHIC and greater than 200
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Figure 4.19: Temperature vs. baryon chemical potential (µB) from heavy-ion collisions
at various

√
sNN [22]. The µB values shown are estimated at chemical freeze-out. The

kinetic and chemical freeze-out parameters, extracted using models assuming thermal and
chemical equilibrium from midrapidity measurement in central 0–10% Au+Au collisions
at

√
sNN = 9.2 GeV, are shown as star symbols. The range of critical temperatures

(Tc) [39] of the cross-over quark-hadron phase transition at µB = 0 [6] and the QCD
critical point from two different calculations [9] from lattice QCD are also indicated.
Model-based estimates of the range of initial temperature (Tinitial) achieved in heavy-ion
collisions based in part on direct photon data at top RHIC [37] and SPS [38] energies are
also shown. The range of µB to be scanned in the upcoming RHIC critical point search
and Beam Energy Scan program corresponding to

√
sNN = 5.5 to 39 GeV is indicated by

horizontal arrows near the µB axis [12].
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MeV at SPS. The Tch and Tkin values extracted from particle ratios and pT spectra of

various hadrons, respectively, from models assuming thermodynamical equilibrium are

also shown. The values for
√

sNN = 9.2 GeV are from the data presented in this thesis.

The values at other
√

sNN are from Ref. [22] and references therein. It is interesting to

observe that Tch and Tkin values approach each other in the high µB regime. A few recent

predictions from lattice QCD calculations [10] are also shown in Fig. 4.19. Several lattice

QCD calculations indicate that the partonic to hadronic phase transition occurs around

Tc ∼ 170–190 MeV [39]. These calculations also suggest that the phase transition at µB

= 0 is a cross-over [6]. Most QCD-based model calculations [3, 7] suggest that the phase

transition at large µB is of first-order. Two estimates of the QCD critical point [9] in

the T − µB plane taking Tc = 176 MeV are shown in Fig. 4.19. A detailed plan has

been proposed at RHIC to locate the QCD critical point experimentally and to explore

the QCD phase boundary by varying
√

sNN (hence µB) [12]. The region planned to be

explored in the critical point search program at RHIC is shown in Fig. 4.19.

These results from the lowest energy collisions studied up to now at RHIC demon-

strate the capabilities of the STAR detector to pursue the proposed Beam Energy Scan.

Large and uniform acceptance for all beam energies in a collider set up, excellent particle

identification (augmented by the inclusion of a full barrel Time-Of-Flight in addition to

the large acceptance TPC), and higher statistics will offer significant quantitative and

qualitative improvement over existing data. The QCD critical point program at RHIC

will allow us to extensively explore the QCD phase diagram. It will also allow us to search

for the onset of various observations related to partonic matter that have already been

uncovered at the highest RHIC energies.
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Chapter 5

FLUCTUATIONS AND
CORRELATIONS

5.1 Introduction

The main aim of nucleus-nucleus collisions at relativistic energies is to understand the

properties of strongly interacting matter under extreme conditions of high-energy and

baryon densities where the creation of Quark-Gluon Plasma (QGP) formation is ex-

pected [1, 2]. QGP is believed to be formed at the early stage of collision when the system

is hot and dense. As the time passes, the system dilutes, cools down and hadronizes.

Fluctuations are supposed to be sensitive to the dynamics of the system, especially at

the phase transition. Event-by-event analysis of fluctuations has been proposed as an

important tool in understanding the nucleus-nucleus collisions [3–10]. The fluctuations

have been studied extensively in several experiments [11–17]. The NA49 being the first

to investigate the fluctuations of the average transverse momentum (〈pT 〉) [12] and the

fluctuations in K/π [18] ratio in central Pb+Pb collisions at the CERN SPS. Study of

fluctuations in strangeness is also interesting. The K/π ratio reflects the strangeness en-

hancement in heavy-ion collisions and fluctuations in K/π ratio as function of centrality

can be used to test the association of strangeness enhancement with thermalization [3].

The study of event-by-event fluctuations of various quantities in relativistic heavy-

ion collisions like average transverse momentum (〈pT 〉), multiplicity, and conserved quan-

tities such as net charge, is considered as one of the main probes for Quark-Gluon Plasma

(QGP) formation [19–28]. Non-statistical or dynamical fluctuations, which are produced
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due to correlations arising in the particle production processes, have been of great interest

in heavy-ion collision experiments. Fluctuations in temperature and thus event-by-event

〈pT 〉 are studied [29–32] in connection with critical phenomena, which are relevant if the

transition is close to a critical point. It has also been observed that the multiplicity and

transverse momentum are strongly correlated [33, 34].

The total transverse momentum per event is given as

pT =
N∑

i=1

pT,i, (5.1)

where N is the event multiplicity and pT,i is the transverse momentum of ith particle. The

pT is very similar to the transverse energy, for which fluctuations have been studied exten-

sively [35, 36]. The mean transverse momentum and inverse slopes of the pT distributions

generally increase with centrality or multiplicity. The average transverse momentum per

particle for given multiplicity N to the leading order is given as

〈pT 〉N = 〈〈pT 〉〉(1 + α(N − 〈N〉)/〈N〉), (5.2)

where α ≡ d log(〈pT 〉N)/d log N , is small, 〈〈pT 〉〉 is the average over all events of the

single particle transverse momentum and it is given as 〈〈pT 〉〉 = 〈pT /N〉. If the transverse

momentum is approximately exponentially distributed with inverse slope T in a given

event, 〈pT,i〉 = 2T , and σ(pT,i) = 2T 2 = 〈pT,i〉2/2.

The total transverse momentum per particle in an event has fluctuations given by

the following equation [3]

〈N〉σ(pT /N) = σ(pT,i) + α2〈〈pT 〉〉2ωN +

〈
1

N

∑
i�=j

(pT,i pT,j − 〈〈pT 〉〉2)
〉

. (5.3)

The three terms on the right in above equation are respectively described below:

i) First main term represents the individual fluctuations σ(pT,i) = 〈p2
T,i〉 − 〈〈pT 〉〉2.

ii) The second term gives the effects of correlations between pT and N. These are

suppressed with respect to the first term by a factor ∼ α2. The ωN in this term

represents the number fluctuations.
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iii) The third term represents the correlations between transverse momenta of different

particles in the same event. In the Wounded Nucleon Model (WNM) [37], the

momenta of particles originating from the same participant are correlated. For

example, quark-antiquark are produced with the same pT but in opposite direction.

The average number of pairs of hadrons from the same participants is 〈n(n − 1)〉,
where n is the number of particles emitted from the same participant nucleon. In this

case, the third term in Eq. (5.3) becomes (〈n(n−1)〉/〈n〉)(〈pT,i pT,j �=i〉−〈〈pT 〉〉2). The

momentum correlation between two particles from the same participant is expected

to be a small fraction of σ(pT,i).

5.2 Data Selection

The results presented in this chapter are from Cu+Cu collisions at
√

sNN = 62.4 and 200

GeV using the STAR TPC [38] detector at RHIC. The results are compared with the

published results from Au+Au collisions at similar energies [39]. The data set is taken

with minimum bias trigger [40]. The main physics trigger for Cu+Cu 200 GeV are based

on a ZDC coincidence with vertex cut. For Cu+Cu 62.4 GeV, the ZDC is not so efficient,

so a combined “minimum bias” trigger is put together from a combination of the ZDC

and BBC. The details of the STAR trigger and trigger detectors are given in chapter 2.

The events with a primary vertex within ± 30 cm of the geometric center of the

TPC along the beam axis are accepted for the analysis. This is done in order to remove

any biasing in the data. The primary vertex for each minimum bias event is determined

by finding the best point of common origin of the tracks measured in the TPC. Figure 5.1

shows the vertex distributions selected for the analysis of Cu+Cu collisions at
√

sNN =

62.4 (top) and 200 GeV (bottom). These cuts yielded about 7.5 M and 15 M minimum

bias events for Cu+Cu collisions at 62.4 and 200 GeV, respectively.

The collision centralities represent the fractions of the full cross section in a collision.

In data, the collision centrality is determined by using the uncorrected charged track mul-

tiplicity (NTPC
ch ), measured in the TPC within |η| < 0.5. The NTPC

ch distribution is called

the reference multiplicity distribution for charged tracks. The various centrality bins are
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Figure 5.1: Vertex distributions for Cu+Cu collisions at
√

sNN = 62.4 (top) and 200 GeV
(bottom). The vertex range selected for the analysis is within ± 30 cm along the beam
axis. The plots are STAR preliminary.
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Figure 5.2: Uncorrected charged track multiplicity (reference multiplicity) distributions
for Cu+Cu collisions at

√
sNN = 62.4 (top) and 200 GeV (bottom). Various centralities

used for the analysis are shown with different colors. The plots are STAR preliminary.
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Table 5.1: The NTPC
ch values, average number of participating nucleons (〈Npart〉) and

average number of binary collisions (〈Ncoll〉) for various collision centralities in Cu+Cu
collisions at

√
sNN = 62.4 GeV.

% cross section NTPC
ch 〈Npart〉 〈Ncoll〉

0-10 > 101 96.4+1.1
−2.6 161.9+12.1

−13.5

10-20 71 − 100 72.2+0.6
−1.9 107.5+6.3

−8.6

20-30 49 − 70 51.8+0.5
−1.2 68.4+3.6

−4.7

30-40 33 − 48 36.2+0.4
−0.8 42.3+2.0

−2.6

40-50 22 − 32 24.9+0.4
−0.6 25.9+1.0

−1.5

50-60 14 − 21 16.3+0.4
−0.3 15.1+0.6

−0.6

calculated as a fraction of this multiplicity distribution starting at the highest multi-

plicities. The centrality classes for Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV are

0–10% (most central), 10–20%, 20–30%, 30–40% 40–50% and 50–60% (most peripheral).

Figure 5.2 shows the centrality selection with various centralities for Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV. Each centrality bin is associated with an average number of

participating nucleons (〈Npart〉), and average number of binary collisions (〈Ncoll〉) using

the Glauber Monte Carlo simulations [41] employing the Woods-Saxon distribution for the

nucleons inside the Cu nucleus. The systematic uncertainties are determined by varying

the Woods-Saxon parameters. Tables 5.1 and 5.2 list the NTPC
ch , 〈Npart〉 and 〈Ncoll〉 values

for each centrality in Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, respectively.

In order to have uniform detector performance, a pseudorapidity cut of |η| < 1.0 is

applied in the data. The selected region of the η distributions for Cu+Cu collisions at

62.4 and 200 GeV are shown in the Fig. 5.3 (top left and top right). The φ-distributions

(bottom-left and bottom-right) for Cu+Cu collisions at two energies are also shown in

this figure. It is important to avoid the admixture of tracks from a secondary vertex. This

is achieved by applying a condition on distance of closest approach (DCA) between each

track and the event vertex. The charged particle tracks are required to have originated
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Table 5.2: The NTPC
ch values, average number of participating nucleons (〈Npart〉) and

average number of binary collisions (〈Ncoll〉) for various collision centralities in Cu+Cu
collisions at

√
sNN = 200 GeV.

% cross section NTPC
ch 〈Npart〉 〈Ncoll〉

0-10 > 139 99.0+1.5
−1.2 188.8+15.4

−13.4

10-20 98 − 138 74.6+1.3
−1.0 123.6+9.4

−8.3

20-30 67 − 97 53.7+1.0
−0.7 77.6+5.4

−4.7

30-40 46 − 66 37.8+0.7
−0.5 47.7+2.8

−2.7

40-50 30 − 45 26.2+0.5
−0.4 29.2+1.6

−1.4

50-60 19 − 29 17.2+0.4
−0.2 16.8+0.9

−0.7
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Figure 5.3: Pseudorapidity (top) and azimuthal angle (bottom) distributions for Cu+Cu
collisions. The distributions on left and right are for collision energies 62.4 and 200 GeV,
respectively. The plots are STAR preliminary.



180 CHAPTER 5. FLUCTUATIONS AND CORRELATIONS

DCA (cm)
0 0.2 0.4 0.6 0.8 1 1.2

co
un

ts

0

50

100

150

200

250

300

350

400

450
310×

Cu+Cu 62.4 GeV

DCA (cm)
0 0.2 0.4 0.6 0.8 1 1.2

co
un

ts

0

100

200

300

400

500

600

310×

Cu+Cu 200 GeV

NFit points
15 20 25 30 35 40 45 50

co
un

ts

0

100

200

300

400

500

600

310×

Cu+Cu 62.4 GeV

NFit points
15 20 25 30 35 40 45 50

co
un

ts

0

100

200

300

400

500

600

700

800

900

310×

Cu+Cu 200 GeV

 (GeV/c)
T

p
0 0.5 1 1.5 2

co
un

ts

0

20

40

60

80

100

120

140

310×

Cu+Cu 62.4 GeV

 (GeV/c)
T

p
0 0.5 1 1.5 2

co
un

ts

0

20

40

60

80

100

120

140

160

180

200

310×
 t P

Cu+Cu 200 GeV

Figure 5.4: Quality assurance distributions for Cu+Cu collisions at 62.4 (left) and 200
GeV (right). Top, middle, and the bottom plots show the DCA, NFit points, and the pT

distributions, respectively. The plots are STAR preliminary.
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within one cm of the measured event vertex. The multiple counting of split tracks is

avoided by applying a condition on the number of track points (NFit) used in the recon-

struction of the track. Those charged particle tracks are selected for the analysis which

satisfy NFit > 20. The transverse momentum range selected for the analysis is 0.15–2.0

GeV/c. As discussed in chapter 2, the TPC track reconstruction efficiency varies sig-

nificantly below pT value ∼ 0.15 GeV/c and then remains constant for higher pT , so in

order to minimize the effects due to varying efficiency, the above pT range is selected for

the analysis. Figure 5.4 shows the DCA (top), NFit points (middle), and pT (bottom)

distributions for the Cu+Cu collisions at
√

sNN = 62.4 (left panels) and 200 GeV (right

panels).

5.3 Transverse Momentum Fluctuations

The pT fluctuations in high energy collisions can be measured from the distribution of the

average transverse momentum of the events defined as [42]

〈pT 〉 =
1

N

N∑
i=1

pT,i, (5.4)

where N is the multiplicity of accepted particles in a given event and pT,i is the transverse

momentum of the ith track. The mean pT distribution is compared to the corresponding

distribution obtained for “mixed events” [39]. Mixed events are constructed by randomly

selecting one track from an event chosen from the measured events in the same centrality

keeping the same event multiplicity as in the data.

Figures 5.5 and 5.6 show the event-by-event mean pT distributions for Cu+Cu col-

lisions at
√

sNN = 62.4 and 200 GeV, respectively. The solid symbols represent the 〈pT 〉
distributions for data, and open symbols represent those for mixed events. The distribu-

tions corresponding to data are wider as compared to those for mixed events. This suggests

the presence of non-statistical fluctuations in the data for all centralities in both Cu+Cu

62.4 and 200 GeV collisions. The mean (µ)/sigma (σ) of distributions decreases/increases

from central to peripheral collisions for both data and mixed events for Cu+Cu collisions

at
√

sNN = 62.4 and 200 GeV. Tables 5.3 and 5.4 list the values of µ and σ for data and
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Figure 5.5: Event-by-event 〈pT 〉 distributions for various centralities for data and mixed
events in Cu+Cu collisions at

√
sNN = 62.4 GeV. The lines represent the Γ distributions.

The errors shown are statistical.
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Figure 5.6: Event-by-event 〈pT 〉 distributions for various centralities for data and mixed
events in Cu+Cu collisions at

√
sNN = 200 GeV. The lines represent the Γ distributions.

The errors shown are statistical.
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Table 5.3: The µ and σ values in 〈pT 〉 distributions for various centralities for data and
mixed events in Cu+Cu collisions at

√
sNN = 62.4 GeV.

% cross µdata σdata µmix σmix

section (GeV/c) (GeV/c) (GeV/c) (GeV/c)

0-10 0.560 0.0296 0.560 0.0262

10-20 0.556 0.0345 0.556 0.0310

20-30 0.550 0.0406 0.550 0.0367

30-40 0.544 0.0482 0.544 0.0442

40-50 0.537 0.0576 0.537 0.0535

50-60 0.530 0.0702 0.530 0.0658

Table 5.4: The µ and σ values in 〈pT 〉 distributions for various centralities for data and
mixed events in Cu+Cu collisions at

√
sNN = 200 GeV.

% cross µdata σdata µmix σmix

section (GeV/c) (GeV/c) (GeV/c) (GeV/c)

0-10 0.581 0.0266 0.581 0.0231

10-20 0.575 0.0310 0.575 0.0272

20-30 0.569 0.0366 0.569 0.0323

30-40 0.562 0.0433 0.562 0.0387

40-50 0.555 0.0519 0.555 0.0469

50-60 0.546 0.0635 0.547 0.0581
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Table 5.5: 〈Nch〉, α and β parameters of Γ distributions for various centralities for data
and mixed events in Cu+Cu collisions at

√
sNN = 62.4 GeV.

% cross 〈Nch〉 αdata βdata αmix βmix

section (×10−3GeV/c) (×10−3GeV/c)

0-10 164 358.3 1.56 456.8 1.23

10-20 116 259.0 2.15 322.0 1.73

20-30 81 184.0 2.99 224.2 2.45

30-40 56 127.5 4.27 151.5 3.59

40-50 38 86.8 6.19 100.9 5.32

50-60 25 56.8 9.31 64.8 8.18

mixed events for all centralities in Cu+Cu collisions at 62.4 and 200 GeV, respectively.

The curves in Fig. 5.5 and 5.6 represent the Gamma (Γ) distributions for data (solid

lines) and mixed events (dotted lines). The Γ distribution is given by

f(x) =
xα−1e−x/β

Γ(α)βα
, (5.5)

where α = µ2/σ2, and β = σ2/µ are the parameters of the Γ function. According to

Ref. [43], Γ distribution is one of the standard representations of the inclusive single

particle pT distribution. It is suggested that without pT cuts, the quantity α/〈Nch〉,
should be ∼ 2, and the quantity β × 〈Nch〉 representing inverse slope parameter may be

referred to as the temperature of the system. Here 〈Nch〉 is the average charged particle

multiplicity in a given centrality bin. Table 5.5 and 5.6 list the values corresponding

to 〈Nch〉, α and β parameters for each centrality for data and mixed events in Cu+Cu

collisions at
√

sNN = 62.4 and 200 GeV, respectively.

Figure 5.7 shows the comparisons between parameters of 〈pT 〉 and Γ distributions

for data and mixed events as function of 〈Npart〉 in Cu+Cu collisions at
√

sNN = 62.4 and

200 GeV. Top left (right) plot shows the µ (σ) plotted as a function of 〈Npart〉 for data

and mixed events for Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV. The plots show
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Table 5.6: 〈Nch〉, α and β parameters of Γ distributions for various centralities for data
and mixed events in Cu+Cu collisions at

√
sNN = 200 GeV.

% cross 〈Nch〉 αdata βdata αmix βmix

section (×10−3GeV/c) (×10−3GeV/c)

0-10 233 476.3 1.22 634.1 0.92

10-20 165 345.2 1.67 446.2 1.29

20-30 116 241.2 2.36 309.7 1.84

30-40 80 168.5 3.34 210.8 2.67

40-50 54 114.0 4.86 140.1 3.96

50-60 35 74.1 7.37 88.6 6.17

that µ (σ) increases (decreases) with increasing 〈Npart〉 for both data and mixed events

in Cu+Cu collisions at 62.4 and 200 GeV. The values of µ for data and mixed events are

similar for all collision centralities for both Cu+Cu at 62.4 and 200 GeV. At 200 GeV,

µ values are larger compared to those at 62.4 GeV in Cu+Cu collisions. However, σ

for data are larger than that for mixed events, indicating the presence of non-statistical

fluctuations in the data for both Cu+Cu at 62.4 and 200 GeV. It can also be seen that

σ at 62.4 GeV have larger values compared to those at 200 GeV, suggesting that lower

energy has more fluctuations. Bottom-left (right) plot in Fig. 5.7 shows α (β) plotted as

a function of 〈Npart〉 for data and mixed events for Cu+Cu collisions at
√

sNN = 62.4 and

200 GeV. The Γ parameters α (β) increase (decrease) with increasing 〈Npart〉 for both

data and mixed events in Cu+Cu collisions at 62.4 and 200 GeV.

We now discuss the effect of η acceptance on the parameters µ and σ obtained

from the 〈pT 〉 distributions. Fig. 5.8 (top panels) shows the µ parameter and bottom

panels show the σ plotted as a function of 〈Npart〉, for different η acceptances. Left (right)

panels show the results for Cu+Cu collisions at 62.4 GeV (200 GeV). We observe that

µ is independent of the variation in the η region and is found to be similar for the three

measured η regions for both 62.4 and 200 GeV Cu+Cu collisions. The bottom panels
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Figure 5.7: The µ (top-left) and σ (top-right) from 〈pT 〉 distributions; α (bottom-left)
and β (bottom-right) parameters in Γ distributions, plotted as a function of 〈Npart〉 for
data and mixed events in Cu+Cu collisions at

√
sNN = 62.4 and 200 GeV. The results

are STAR preliminary.

show that σ decreases as we increase the η acceptance.

To quantify the non-statistical or dynamical fluctuations present in data, we use a

variable σdyn defined as

σdyn =

√(
σdata

µdata

)2

−
(

σmix

µmix

)2

, (5.6)

where µdata and µmix are the means of the event-by-event 〈pT 〉 distributions for data and

mixed events, respectively. Similarly, σdata and σmix are respectively the root mean square

deviations in 〈pT 〉 distributions for data and mixed events. Figure 5.9 shows the dynamical

fluctuations in pT plotted as a function of 〈Npart〉. The results are shown for Cu+Cu

collisions at
√

sNN = 62.4 and 200 GeV, and are compared with the results from Au+Au

collisions at
√

sNN = 200 GeV. We observe that the dynamical fluctuations are similar for

Cu+Cu and Au+Au collisions. The dynamical fluctuations are also independent of the

collision energy and found to vary from ∼ 2 to ∼ 5% as we go from central to peripheral
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in the 〈pT 〉 distributions for Cu+Cu collisions at 62.4 (left panels) and 200 GeV (right
panels). The errors shown are systematic. The results are STAR preliminary.

collisions in Cu+Cu system.

5.4 Transverse Momentum Correlations

The non-monotonic or dynamic fluctuations can be analyzed by using the two-particle

transverse momentum correlations [39]. It is proposed that non-monotonic change in

pT correlations as a function of centrality and/or incident energy could be one of the

possible signals of QGP formation [3]. Alternatively, analyses at RHIC based on pT auto-

correlations have indicated that basic correlation mechanism could be dominated by the

process of parton fragmentation [44]. The two-particle pT correlations are studied using

the following equation [39]:

〈∆pT,i ∆pT,j〉 =
1

Nevent

Nevent∑
k=1

Ck

Nk(Nk − 1)
, (5.7)
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where Ck is the two-particle transverse momentum covariance

Ck =

Nk∑
i=1

Nk∑
j=1,i�=j

(pT,i − 〈〈pT 〉〉) (pT,j − 〈〈pT 〉〉), (5.8)

and Nevent is the number of events, pT,i is the transverse momentum of the ith track in each

event, Nk is the number of tracks in the kth event. The overall event average transverse

momentum (〈〈pT 〉〉) is given by

〈〈pT 〉〉 =

(
Nevent∑
k=1

〈pT 〉k
)

/Nevent, (5.9)

where 〈pT 〉k is the average transverse momentum in the kth event. Equation (5.7) is

used to obtain the pT correlations in Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV.

These results are compared with the published results from Au+Au collisions at similar

energies [39] to investigate the system-size and collision energy dependence of the pT

correlations in heavy-ion collisions at RHIC.

The 〈〈pT 〉〉 is calculated as a function of 〈Nch〉 in order to take care of the dependence

of correlation on the size of centrality bin and changes changes induced due to change in
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〈〈pT 〉〉. The distribution is then fitted with a polynomial. The parameters obtained from

the fit are used to calculate 〈〈pT 〉〉 in Eq. (5.8) on event-by-event basis as a function of

〈Nch〉. Figure 5.10 shows the 〈〈pT 〉〉 as function of 〈Nch〉 for Cu+Cu collisions at 62.4 (left)

and 200 GeV (right). The red lines in the figure are the fit polynomials. A fourth order

polynomial is used for fitting in Cu+Cu 62.4 GeV. For Cu+Cu 200 GeV, polynomial of

order nine is used for fitting.
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Figure 5.10: Left panel: The 〈〈pT 〉〉 as a function of average charged particle multiplicity,
〈Nch〉 for Cu+Cu collisions at

√
sNN = 62.4 GeV. Right panel: Same as above but for

Cu+Cu collisions at
√

sNN = 200 GeV. The results are STAR preliminary.

Figure 5.11 shows the pT correlations plotted as function of 〈Npart〉 for various cases

as explained below. Top panels show Cu+Cu collisions at
√

sNN = 62.4 (left) and 200 GeV

(right). We observe finite pT correlations that decrease with increasing 〈Npart〉 for both the

energies. Similar behavior is observed for the Au+Au collisions at similar energies [39].

The decrease in correlations with increasing participating nucleons could be due to the

fact that correlations are dominated by pairs of particles that originate from the same

nucleon-nucleon collisions, and they get diluted when the the number of participating

nucleons increase [39].

The collision system size dependence of pT correlation is studied by comparing cor-

relations obtained for Cu+Cu collisions with those obtained for Au+Au collisions at two

energies. Middle panels in Fig. 5.11 show the pT correlations plotted as a function of

〈Npart〉 for Cu+Cu and Au+Au collisions at
√

sNN = 62.4 (left) and 200 GeV (right). We
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Figure 5.11: The pT correlations as function of average number of participating nucleons.
Top panels: Correlations shown for Cu+Cu collisions at 62.4 (left) and 200 GeV (right).
Middle panels: Comparison of correlations in Cu+Cu collisions with those in Au+Au col-
lisions at 62.4 (left) and 200 GeV (right). Bottom panels: Left plot shows the correlations
in Cu+Cu collisions compared between 62.4 and 200 GeV. Right plot shows correlations
as function of 〈Npart〉 for Au+Au and Cu+Cu collisions at 62.4 and 200 GeV.
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observe that the correlations for smaller system (Cu+Cu) are slightly large compared to

those for larger system, though the correlations for two collisions systems are comparable

within errors. Large correlation in Cu+Cu collisions compared to that in Au+Au is more

clearly observed for
√

sNN = 62.4 GeV (left plot).

The energy dependence of pT correlation is studied by comparing the correlations

for Cu+Cu collisions at 62.4 and 200 GeV. Bottom-left plot in Fig. 5.11 shows the pT

correlations plotted as a function of 〈Npart〉 for Cu+Cu collisions at 62.4 and 200 GeV.

It is observed that correlations for two energies are comparable within the systematic

errors. Similar results are observed for Au+Au collisions at similar energies [39]. Thus, the

correlations are independent of the collision energies. Bottom right plot in Fig. 5.11 shows

the comparison of pT correlations between Cu+Cu and Au+Au collisions at
√

sNN = 62.4

and 200 GeV. It can be seen that for all the cases, correlations decrease from peripheral

to central collisions.
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5.4.1 Scaling of pT Correlations

Figure 5.12 shows the pT correlations multiplied by 〈Npart〉/2 as a function of 〈Npart〉. The

results are shown for Cu+Cu and Au+Au collisions at
√

sNN = 62.4 and 200 GeV. It is

observed that this measure of correlations increases quickly with increasing collision cen-

trality for both Cu+Cu and Au+Au collisions and saturates for central Au+Au collisions.

The saturation of this quantity might indicate effects such as onset of thermalization [45],

onset of jet quenching [46, 47], the saturation of transverse flow in central collisions [48],

or other processes. It is also observed that for Cu+Cu collisions this quantity is larger

than for Au+Au collisions, indicating more correlations for the smaller systems.

The correlation measure 〈∆pT,i ∆pT,j〉 may change due any changes in 〈〈pT 〉〉 with

incident energy and/or collision centrality. To take care of these changes, we study the

square root of the measured correlations scaled by 〈〈pT 〉〉. Figure 5.13 shows the corre-

sponding quantity
√〈∆pT,i ∆pT,j〉/〈〈pT 〉〉 plotted as a function of collision centrality for

Cu+Cu and Au+Au collisions at
√

sNN = 62.4 and 200 GeV. It is observed that the cor-

relation scaled by 〈〈pT 〉〉 is independent of collision system size and energy but decreases
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with increasing collision centrality.

5.5 Systematic Errors

Systematic errors on the mean (µ) and root mean square deviations (σ) in the 〈pT 〉
distributions, and pT correlations are mainly calculated by varying the analysis cuts. The

vz is varied to ± 50 cm from its default (±30 cm) value used for the analysis in order to

obtain uncertainty due to the acceptance effect. We do not observe any change in 〈pT 〉
and correlations by varying vz. The DCA cut is varied from default (< 1 cm) to DCA

< 1.5 cm, to see the systematic effect of the background tracks. NFit points condition is

also changed to NFit > 15, to observe the systematic effect due to NFit points used for the

reconstruction of tracks. In order to remove the dependence of pT correlations on the size

of centrality bin and correlations induced due to change in 〈〈pT 〉〉 within the experimental

centrality bin, 〈〈pT 〉〉 is calculated as a function of 〈Nch〉, and fitted with a polynomial

(as discussed in section 5.4). The parameters obtained from this fit are used to calculate

〈〈pT 〉〉 (used in Eq. 5.8) on an event-by-event basis as a function of 〈Nch〉. The uncertainty

in determination of 〈〈pT 〉〉 as a function of Nch is also estimated. The systematic effect of

lower pT cut is also studied by removing the lower pT cut in HIJING [49]. Tables 5.7 and

5.8 list the systematic errors on µ and σ in the 〈pT 〉 distributions for different centralities

in Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, respectively, due to various sources

discussed above. Tables 5.9 and 5.10 list the systematic errors on pT correlation for

different centralities in Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, respectively, due

to various sources.

The pT correlations may also include the short range correlations such as Coulomb

interactions and Hanbury Brown-Twiss (HBT) correlations. These correlations usually

dominate between the pairs of particles having relative transverse momentum less than

100 MeV/c. The effect of these sources on pT correlations is also seen by calculating pT

correlations removing the pairs of particles with relative momentum (pi − pj), less than

0.1 GeV/c. The pT correlations reduce by maximum of 6% by excluding short range

correlations, but are within the systematic errors as shown in Fig. 5.14 (top panel). The
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Table 5.7: Systematic errors on µ and σ in event-wise 〈pT 〉 distributions due to different
sources for various collision centralities in Cu+Cu collisions at

√
sNN = 62.4 GeV.

% cross DCA NFit DCA NFit

section µ (%) µ (%) σ (%) σ (%)

0-10 3.6 0.4 7.9 1.0

10-20 3.6 0.4 7.1 1.0

20-30 3.6 0.4 6.6 1.0

30-40 3.6 0.4 6.2 1.0

40-50 3.6 0.4 6.0 1.0

50-60 3.6 0.4 6.0 1.0

Table 5.8: Systematic errors on µ and σ in event-wise 〈pT 〉 distributions due to different
sources for various collision centralities in Cu+Cu collisions at

√
sNN = 200 GeV.

% cross DCA NFit DCA NFit

section µ (%) µ (%) σ (%) σ (%)

0-10 3.4 0.24 5.7 1.2

10-20 3.3 0.23 5.2 1.2

20-30 3.3 0.23 5.2 1.1

30-40 3.3 0.20 4.7 1.2

40-50 3.2 0.20 4.9 1.1

50-60 3.2 0.22 4.4 1.2
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Table 5.9: Systematic errors on pT correlations due to different sources for various collision
centralities in Cu+Cu collisions at

√
sNN = 62.4 GeV.

% cross DCA NFit Polynomial Low pT

section (%) (%) fit (%) (%)

0-10 30 1.4 1.9 7.2

10-20 23 0.8 3.6 13.1

20-30 18 0.6 1.9 3.4

30-40 17 1.0 0.004 9.0

40-50 19 3.0 0.009 1.0

50-60 20 3.6 0.009 4.0

Table 5.10: Systematic errors on pT correlations due to different sources for various colli-
sion centralities in Cu+Cu collisions at

√
sNN = 200 GeV.

% cross DCA NFit Polynomial Low pT

section (%) (%) fit (%) (%)

0-10 16 0.05 1.9 22

10-20 13 0.09 3.6 3.2

20-30 13 1.1 1.9 12.3

30-40 8 1.2 0.004 9.7

40-50 10 2.0 0.009 8.4

50-60 7 5.0 0.009 8.3
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Figure 5.14: Top panel: Comparison of HBT correlations with the overall pT correlations.
Bottom panel: Correlations between particle pairs with different charge combinations
compared with correlation for inclusive charged particles to see the resonance effect on pT

correlations. The plots are shown for Cu+Cu collisions at
√

sNN = 62.4 GeV. The results
are STAR preliminary.

results are shown for Cu+Cu collisions at 62.4 GeV. Similar results are obtained for

Cu+Cu collisions at 200 GeV.

The contribution of resonance decays and charge ordering are also present in pT

correlations. These correlations are obtained for pairs of particles having like (++ or −−)

and unlike charges (+−) with respect to inclusive charged particles. A maximum of 15%

decrease in the correlations is observed for pairs of particles with like charges and about

12% increase is observed for pairs with unlike charges with respect to the correlations

for inclusive charged particle pairs for Cu+Cu collisions at
√

sNN = 62.4 GeV and 200

GeV. The comparison for various cases is shown in bottom panel in Fig. 5.14 for Cu+Cu
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collisions at
√

sNN = 62.4 GeV. We obtained similar results for Cu+Cu collisions at 200

GeV.

5.6 η and φ-Dependence

The effect of η and φ-dependence on pT correlations is also studied. Figure 5.15 (top-left

panel) shows the correlations plotted as function of Npart for Cu+Cu collisions at
√

sNN =

62.4 GeV for different η acceptances, |η| < 0.25, |η| < 0.5, and |η| < 1.0. We observe

that the correlations are maximum for the narrow η window in peripheral collisions but

tends to become similar to the wider η window, as the collisions become more central (see

top-right panel). Similar behavior is observed for Cu+Cu collisions at
√

sNN = 200 GeV,

as shown in bottom panels in Fig. 5.15. Figure 5.16 shows the pT correlations plotted

as function of Npart for different φ-acceptances in Cu+Cu collisions at
√

sNN = 62.4 (left

panel) and 200 GeV (right panel). The various φ-acceptances studied are ∆φ = 150, 300,

600, 900, and 1800. We observe that correlations decrease with increase in φ-acceptance.

5.7 Correlations in Forward and Backward η Regions

The pT correlations in forward (η > 0) and backward (η < 0) regions are compared to

those with the combined η region. The η regions studied are the following. Backward

region: −1.0 < η < −0.5 and −0.5 < η < −0.0, forward region: 0.0 < η < 0.5 and

0.5 < η < 1.0, and over all η region: −0.5 < η < 0.5 and −1.0 < η < 1.0. Figure 5.17

shows the correlations for these η regions as function of Npart for Cu+Cu collisions at
√

sNN = 62.4 (top panel) and 200 GeV (bottom panel). It is observed that correlations

for the most backward region (−1.0 < η < −0.5) and most forward region (0.5 < η < 1.0)

are large compared to other η regions. This suggests that the correlation mechanisms are

different in most forward and backward η regions as compared to other regions.

We try to investigate this behavior by studying the dependence of forward-backward

correlations on the vertex-z acceptance. The vertex range used in the Fig. 5.17 is |vz| < 30

cm. We study the correlations for similar η regions as above, but by narrowing the vz

acceptance. Figure 5.18 (top panel) shows the similar plot as in Fig. 5.17, but with
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Figure 5.15: Left panels: The pT correlations as function of collision centrality for different
η regions. Right panels: Correlations plotted as function of ∆η for different collision
centralities. Results are shown for Cu+Cu collisions at

√
sNN = 62.4 (top panels) and

200 GeV (bottom panels). Results are STAR preliminary.
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Figure 5.16: The pT correlations as function of collision centrality for different φ accep-
tances. Results are shown for Cu+Cu collisions at

√
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Figure 5.17: The pT correlations as function of collision centrality for different forward
(η > 0), backward (η < 0), and combined η regions. Results are shown with |vz| < 30 cm
for Cu+Cu collisions at

√
sNN = 62.4 (top panel) and 200 GeV (bottom panel). Results

are STAR preliminary.

|vz| < 10 cm for Cu+Cu collisions at
√

sNN = 62.4 GeV. It is observed that correlations

agree for all the η regions within the systematic errors. This suggests that the effect

observed in Fig. 5.17 could be due to the different vz acceptances. Figure 5.18 (bottom

panel) shows correlations within vertex ranges |vz| < 30 cm and |vz| < 10 cm as function

of Npart in |η| < 1 for Cu+Cu collisions at
√

sNN = 62.4 GeV. We observe that the

correlation for |η| < 1 is independent of the vertex cuts studied, within the systematic

uncertainty.
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Figure 5.18: Top panel: Same as Fig. 5.17, but for |vz| < 10 cm. Bottom panel: Corre-
lations as function of Npart for |vz| < 30 cm and |vz| < 10 cm with |η| < 1. Results are
shown for Cu+Cu collisions at

√
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5.8 Correlations for Different pT Bins

Figure 5.19 shows the correlations as function of collision centrality for different pT regions

for Cu+Cu collisions at
√

sNN = 62.4, and Fig. 5.20 shows the same for
√

sNN = 200

GeV. The different pT bins (in GeV/c) used are 0.15 < pT < 0.35, 0.15 < pT < 0.4,

0.15 < pT < 0.5, 0.15 < pT < 0.8, 0.35 < pT < 2.0, 0.4 < pT < 2.0, 0.5 < pT < 2.0,

0.8 < pT < 2.0, and default is 0.15 < pT < 2.0. The selection of these pT intervals is

arbitrary. We observe that correlation is maximum for charged particles having 0.15 <

pT < 2.0 GeV/c, and minimum for particles with 0.15 < pT < 0.35 GeV/c. Further, it is

noticed that the correlation is weak when lower pT cut is fixed and the upper pT cut is

increased from 350 MeV/c up to 500 MeV/c. Whereas the correlation decreases when the
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Figure 5.19: Top panel: pT correlations for different pT bins for Cu+Cu collisions at√
sNN = 62.4 GeV. Bottom panel: Same as above but shown in linear scale for clarity.
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lower pT cut is increased from 350 MeV/c up to 800 MeV/c, keeping the upper pT cut of

2.0 GeV/c fixed. Thus, we observed that the low pT particles are weakly correlated and

exhibit weak dependence on 〈Npart〉. This could be due to the fact that low pT particles

suffer multiple scattering while coming out of the interaction medium.
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Figure 5.21: Top panel: The pT correlations scaled by 〈〈pT 〉〉 for different pT bins in
Cu+Cu collisions at

√
sNN = 200 GeV. Bottom panel: same as above but y-axis is square

root of correlations scaled by 〈〈pT 〉〉. Left panels are shown in semi-log scale whereas right
panels are in linear scale.

5.8.1 pT Bin Effect Study

Since we are calculating correlations for different pT acceptances, we need to check if

there is any pT acceptance effect on the observed correlations. These checks are done for
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Cu+Cu collisions at 200 GeV and similar conclusions are drawn for Cu+Cu collisions at

62.4 GeV. The following different methods were applied:

(a) Dividing correlation by 〈〈pT 〉〉:
We divide correlations for different bins by 〈〈pT 〉〉 from corresponding pT bins. The

resulting quantity plotted as function of 〈Npart〉 is shown in top panels in Fig. 5.21.

The trend of correlations for different pT bins remains unchanged (top panels) and

is similar to as observed in Figs. 5.19 and 5.20. Similarly, when square root of

correlations are divided by 〈〈pT 〉〉, the behavior of the resultant quantity remains

unchanged as seen in bottom panels in Fig. 5.21.
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Figure 5.22: The pT correlations scaled by the pT bin sizes for different pT bins in Cu+Cu
collisions at

√
sNN = 200 GeV. Left panel is shown in semi-log axis whereas right panel

is in linear scale.

(b) Dividing correlation by the corresponding pT bin sizes:

In this case, correlations obtained in different pT bins are divided by the correspond-

ing bin sizes. The resultant quantity is shown in Fig. 5.22. It also shows different

values for different pT bins and the trend is similar to that observed in Figs. 5.19

and 5.20.

(c) Multiply by 〈Nch〉:
In this case, correlation values for different pT bins are multiplied by the corre-
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Figure 5.23: pT correlations multiplied by 〈Nch〉 for different pT bins in Cu+Cu collisions
at

√
sNN = 200 GeV. Left panel is shown in semi-log axis whereas right panel is in linear

scale.

sponding 〈Nch〉 values. The resulting quantity is plotted as a function of 〈Npart〉 for

different pT bins as shown in Fig. 5.23. We observe that this quantity increases with

〈Npart〉 for all the pT bins. However, for the lower pT bins, the increase is relatively

small. But in this case also, we observe different values for different pT bins.

5.8.2 pT Bin Effect Study using pT Spectra

The checks for the pT bin effect study discussed above, involved corrections due to the

characteristic variable in that pT bin, like 〈〈pT 〉〉, bin size, and 〈Nch〉. But these corrections

involve the effect of both pT bin size and the temperature fluctuations in that pT bin. So

it is important to separate the temperature fluctuations from the pT bin effect. The pT

correlations can be formulated in terms of the temperature fluctuations by the following

relation [50]:

〈∆pT ∆pT 〉 ≈
[
d〈pT 〉
dT

]2

dσ2. (5.10)

This method used to correct the correlations for different pT bins involves the following

steps:

• Obtain the inclusive pT -spectra and fit the spectra with a suitable function,
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• Obtain the inverse slope parameters (T ),

• Calculate the 〈pT 〉 and hence [d〈pT 〉/dT ]2 analytically from the function used to fit

the pT -spectra, and

• Finally, divide pT correlation values by [d〈pT 〉/dT ]2 for each pT bin.

We try different functions to fit the inclusive pT spectra. We will discuss these in

the following subsections.

5.8.2.1 Function - I, F (pT ) = e−pT /T

The inclusive pT spectra for 0–10% centrality class fitted with this function in Cu+Cu

collisions at
√

sNN = 200 GeV, is shown in Fig. 5.24. The function fits well for pT range

0.2 to 2.0 GeV/c. The errors shown are statistical. Similarly, we fit the inclusive pT

spectra for other centrality classes in Cu+Cu collisions at
√

sNN = 200 GeV. The inverse

slope parameters obtained from these fits are listed in Table 5.11 for various centralities.

Table 5.11: The inverse slope parameters obtained by fitting function - I to the inclusive
pT spectra for all the centralities.

Centrality (%) 0–10 10–20 20–30 30–40 40–50 50–60

T (MeV) 263.0 259.5 255.8 251.7 247.1 242.3

The 〈pT 〉 is obtained analytically by using the following equation:

〈pT 〉 =

∫ b

a

p2
T F (pT )dpT∫ b

a

pT F (pT )dpT

, (5.11)

i.e.,

〈pT 〉 = 2T +
a2e−a/T − b2e−b/T

(a + T )e−a/T − (b + T )e−b/T
. (5.12)

Here, a and b are respectively the lower and upper limits of a given pT bin. The derivative

of 〈pT 〉 with respect to T is obtained as:

d〈pT 〉
dT

= 2 − Ae−(a+b)/T + a2e−2a/T + b2e−2b/T

[(a + T )e−a/T − (b + T )e−b/T ]2
, (5.13)
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Figure 5.24: Inclusive pT -spectra for 0–10% central Cu+Cu collisions at
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sNN = 200
GeV. Spectra is fitted with the function, F (pT ) = e−pT /T (red line), for the pT range
0.2–2.0 GeV/c. The errors are statistical.

where

A =
ab(b − a)2

T 2
+

(b2 − a2)(b − a)

T
− (a2 + b2). (5.14)

The results of correlations scaled by [d〈pT 〉/dT ]2 are shown in Fig. 5.25. We observe

that the trend of scaled correlations is reversed to those observed in Figs. 5.19 and 5.20.

The difference of this quantity among different pT bins is reduced for higher pT bins.

However, the difference is still there for lower pT bins. This difference may be due to the

fact that the spectra at lower pT is not well described by the function (see Fig. 5.24). The

difference may also be due to some physical phenomena. We also used different functions

that could fit well in the lower pT part of the spectra as discussed below.

5.8.2.2 Function - II, F (pT ) = pT e−pT /T

This function describes the pT -spectra comparatively well for the pT range 0.15–0.8 GeV/c

as shown in the Fig 5.26. Table 5.12 shows the inverse slope parameters obtained by fitting
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Figure 5.25: pT correlations divided by [d〈pT 〉/dT ]2 for different pT bins as function of
〈Npart〉 for Cu+Cu collisions at

√
sNN = 200 GeV. Left panel is shown in semi-log axis

whereas right panel is in linear scale.

the above function for different centralities to the inclusive pT -spectra.

Table 5.12: The inverse slope parameters obtained by fitting function - II to the inclusive
pT spectra for all the centralities.

Centrality (%) 0–10 10–20 20–30 30–40 40–50 50–60

T (MeV) 165.8 163.7 161.7 159.5 157.4 155.2

Following expressions can be obtained for 〈pT 〉:

〈pT 〉 =

∫ b

a

p3
T F (pT )dpT∫ b

a

p2
T F (pT )dpT

, (5.15)

〈pT 〉 = 3T +
a3e−a/T − b3e−b/T

(a2 + 2aT + 2T 2)e−a/T − (b2 + 2bT + 2T 2)e−b/T
. (5.16)

The d〈pT 〉/dT can be obtained as:

d〈pT 〉
dT

= 3 − Ae−(a+b)/T + 2{(a4 + 2a3T )e−2a/T + (b4 + 2b3T )e−2b/T}
[(a2 + 2aT + 2T 2)e−a/T − (b2 + 2bT + 2T 2)e−b/T ]2

, (5.17)
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Figure 5.26: Inclusive pT -spectra for 0–10% central Cu+Cu collisions at
√

sNN = 200
GeV. Spectra is fitted with the function, F (pT ) = pT e−pT /T (red line), for the pT range
0.15–0.8 GeV/c. The errors are statistical.

where

A =
a2b2(b − a)2

T 2
+

2ab(b2 − a2)(b − a)

T
+ 2(a4 + b4 − 2a3b − 2ab3) − 4T (a3 + b3).

Figure 5.27 shows the result dividing the correlations by [d〈pT 〉/dT ]2 for different pT

bins. Since the function in the spectra is well fitted only for pT range 0.15–0.8 GeV/c

(see Fig. 5.26), the results are shown for the pT bins covering this range. The trend of the

scaled correlations for different bins remains unchanged, however, the dependence on pT

bin is reduced slightly. Since the function-II does not describe the data well at very low

pT of the spectra, we fit function-III, to take care of the lower pT part of the spectra.

5.8.2.3 Function - III, F (pT ) = p2
T e−pT /T

As shown in Fig. 5.28, Function - III describes the lower pT part of the pT spectra better

than the functions discussed above. But the pT range of the fit is only from 0.15–0.6



5.8. CORRELATIONS FOR DIFFERENT PT BINS 211

〉
part

N〈
0 20 40 60 80 100 120

]2
 [M

eV
2

 / 
dT

 )
 

〉 
T

 p〈
 / 

( 
d 

〉
t, 

j
 p

∆ 
t, 

i
 p

∆〈 -110

1

10

210

310

 < 350 MeV/c
t

p

 < 400 MeV/c
t

p

 < 500 MeV/c
t

p

 < 800 MeV/c
t

p

〉
part

N〈
0 20 40 60 80 100 120

]2
 [M

eV
2

 / 
dT

 )
 

〉 
T

 p〈
 / 

( 
d 

〉
t, 

j
 p

∆ 
t, 

i
 p

∆〈 0

100

200

300

400

500
 < 350 MeV/c

t
p

 < 400 MeV/c
t

p

 < 500 MeV/c
t

p

 < 800 MeV/c
t

p

Figure 5.27: pT correlations divided by [d〈pT 〉/dT ]2 for different pT bins as function of
〈Npart〉 for Cu+Cu collisions at

√
sNN = 200 GeV. Left panel is shown in semi-log axis

whereas right panel is in linear scale.

GeV/c. Inverse slope parameters (T ) obtained by fitting spectra with this function for

different centralities are given in Table 5.13.

Table 5.13: The inverse slope parameters obtained by fitting function - III to the inclusive
pT spectra for all the centralities.

Centrality (%) 0–10 10–20 20–30 30–40 40–50 50–60

T (MeV) 111.8 110.6 109.5 108.3 107.3 106.2

Following expressions are obtained for the 〈pT 〉:

〈pT 〉 =

∫ b

a

p4
T F (pT )dpT∫ b

a

p3
T F (pT )dpT

, (5.18)

〈pT 〉 = 4T +
a4e−a/T − b4e−b/T

C
, (5.19)

where,

C = (a3 + 3a2T + 6aT 2 + 6T 3)e−a/T − (b3 + 3b2T + 6bT 2 + 6T 3)e−b/T . (5.20)
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The d〈pT 〉/dT can be obtained as:

d〈pT 〉
dT

= 4 − e−(a+b)/T (A + B + Y + D − E) + 3F

C2
, (5.21)

where ,

A =
a3b3(b − a)2

T 2
,

B =
3a2b2(b2 − a2)(b − a)

T
,

Y = 3ab(2a4 + 2b4 − 3a3b − 3ab3)

D = 6T (a5 + b5 − 3ab4 − 3a4b),

E = 18T 2(a4 + b4), and

F = a4(a2 + 4aT + 6T 2)e−2a/T + b4(b2 + 4bT + 6T 2)e−2b/T

Figure 5.29 shows the results when correlations for different pT bins are divided
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by the [d〈pT 〉/dT ]2 (using Eqn.( 5.21)). We observe that the difference of the resultant

quantity between different pT bins is still there but reduced compared to Fig. 5.27.

In summary, we observe finite non-statistical/dynamical fluctuations in 〈pT 〉 in the

data. The pT correlations decrease with increasing number of participating nucleons,

pseudorapidity width, and azimuthal acceptance. This indicates that the correlations

could be dominantly due to the pairs of particles from the same nucleon-nucleon colli-

sions which get diluted when the number of participating nucleons increase. Correlations

multiplied by 〈Npart〉/2 increase with the number of participating nucleons for all beam

energies and collision systems, and saturate for Au+Au collisions for 〈Npart〉 greater than

∼100. This saturation may indicate the signs of effects such as thermalization, onset of

jet suppression, saturation of transverse expansion in central collisions, or other processes.

The scaled correlations,
√〈∆pT,i ∆pT,j〉/〈〈pT 〉〉, are found to be independent of collision

energy and system size. It is observed that the low pT particles are weakly correlated and

exhibit weak dependence on 〈Npart〉. This could be due to the fact that low pT particles

suffer multiple scattering while coming out of the interaction medium. We do not see any

pT acceptance effect on correlations in different pT bins.
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Chapter 6

CONCLUSIONS

The experiments at the Relativistic Heavy Ion Collider are designed to study the proper-

ties of the matter formed in nucleus-nucleus collisions at various center of mass energies

ranging from 9.2 GeV to 200 GeV. The present work deals with the first measurement

of identified hadron production at
√

sNN = 9.2 GeV, photon production at
√

sNN = 200

GeV, and pT fluctuations and correlations between the produced particles at
√

sNN =

62.4 and 200 GeV collisions in the STAR experiment at RHIC. The identified hadrons are

measured using the Time Projection Chamber (TPC) for Au+Au collisions at midrapid-

ity. The photon multiplicity is measured using the Photon Multiplicity Detector (PMD)

for Au+Au and Cu+Cu collisions in forward rapidity. The pT correlations between the

produced charged particles in Cu+Cu collisions are compared to the results from Au+Au

collisions using the data from TPC at midrapidity.

The photon multiplicity distributions are measured at forward rapidity (−3.7 <

η < −2.3) for Au+Au collisions at
√

sNN = 200 GeV. The results are compared with

the measurements from Cu+Cu collisions at
√

sNN = 62.4 and 200 GeV, and Au+Au

collisions at
√

sNN = 62.4 GeV. The photons are measured using the Photon Multiplicity

Detector in the STAR experiment at RHIC. As expected, the photon yield increases

with decreasing |η| (towards midrapidity), and is larger for collisions at higher energies.

The photon multiplicity per participating nucleon pair is observed to be independent of

collision centrality indicating that photon production is dominated by soft processes. A

similar observation is made for charged particles, although their production is slightly

higher. This slightly higher production of charged particles than photons could be due
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to the contribution of baryons to the charged particles, which may come from baryon

transport and contribution from beam protons. On the other hand, photons are mainly

from the decay of mesons (π0). In the present work, it is also shown that for collisions

with similar average number of participating nucleons, the photon yields are similar for

Au+Au and Cu+Cu collisions for a given colliding beam energy. The photon production

per unit rapidity per average number of participating nucleon pair vs. η − ybeam shows

longitudinal scaling which is independent of beam energy, collision centrality and colliding

ion species.

In this thesis, we have presented measurements related to identified hadron pro-

duction in Au+Au collisions at
√

sNN = 9.2 GeV. The midrapidity results are from only

∼3000 good events from this lowest beam energy run at the RHIC facility. The transverse

momentum spectra of pions, kaons, and protons are presented for 0–10%, 10–30%, 30–

60%, and 0–60% collision centrality classes. The bulk properties are studied by measuring

the identified hadron dN/dy, 〈pT 〉, 〈mT 〉, and particle ratios. The centrality dependence

of dN/dy, 〈pT 〉, and ratios at 9.2 GeV is similar to that observed in Au+Au collisions

at
√

sNN = 62.4 and 200 GeV. All measurements are consistent with previous measure-

ments from fixed target experiments at similar center of mass beam energies and follow

the established beam energy dependence trend.

The 〈pT 〉 of protons is higher than those of pions, indicating some degree of collec-

tivity in radial direction. However, the difference between 〈pT 〉 for protons and kaons is

considerably smaller at
√

sNN = 9.2 GeV, compared to
√

sNN = 62.4 and 200 GeV at

RHIC. This suggests the collectivity in radial direction at the lower beam energies are

smaller compared to 62.4 and 200 GeV collisions.

The p̄/p ratio at midrapidity is 0.010 ± 0.001 (stat.) ± 0.003 (sys.), for
√

sNN =

9.2 GeV collisions. This value is much smaller compared to Au+Au collisions at
√

sNN =

200 GeV. However, p/π+ ratio is larger at
√

sNN = 9.2 GeV compared to that at
√

sNN =

200 GeV. These measurements indicate large baryon stopping and hence large net-baryon

density at midrapidity in collisions at
√

sNN = 9.2 GeV. The K−/K+ ratio has a value of

0.38 ± 0.05 (stat.) ± 0.09 (sys.) indicating a significant contribution to kaon production

from associated production at lower collision energies. The K+/π+ ratio at
√

sNN = 9.2
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GeV is comparable to collisions at
√

sNN = 200 GeV.

The kinetic freeze-out parameters are extracted from a blast-wave model fit to pion,

kaon, and proton pT spectra. The Tkin = 105 ± 10 (stat.) ± 16 (sys.) MeV and 〈βT 〉 =

0.46c ± 0.01c (stat.) ± 0.04c (sys.), for 0–10% central Au+Au collisions at
√

sNN = 9.2

GeV. The chemical freeze-out parameters are extracted from a thermal model fit to the

particle ratios at midrapidity. The Tch = 151 ± 2 (stat.) ± 7 (sys.) MeV and µB = 354

± 7 (stat.) ± 30 (sys.) MeV, for 0–10% central Au+Au collisions at
√

sNN = 9.2 GeV.

These results from the lowest energy collisions at RHIC demonstrate the capabilities of

the STAR detector to pursue the proposed QCD critical point search program at RHIC

and locate the onset of several interesting observations at the highest RHIC energy point.

We also studied the pT fluctuations and correlations in Cu+Cu collisions at
√

sNN =

62.4 and 200 GeV. In pT correlations, we have compared our results with published results

from Au+Au collisions at similar beam energies. We observe that event-by-event 〈pT 〉
distributions in data are broader than those for mixed events for all the cases. This

indicates that there are non-statistical or dynamical fluctuations present in data. The

dynamical fluctuations decrease with increase in centrality and are independent of the

collision energy and colliding ion type. The 〈pT 〉 distributions are observed to follow the

Γ distributions as the value of α/Nch is close to 2.

It is observed that pT correlations decrease with increasing number of participating

nucleons, pseudorapidity width, and azimuthal acceptance, indicating that the correla-

tions could be dominantly due to the pairs of particles coming from the same nucleon-

nucleon collisions which get diluted when the number of participating nucleons increase.

Correlations multiplied by half the number of participating nucleons increase for all beam

energies and collision systems, but saturate for Au+Au collisions for 〈Npart〉 greater than

∼100. This saturation may indicate the signs of effects such as thermalization, onset of

jet suppression, saturation of transverse expansion in central collisions, or other processes.

The quantity
√〈∆pT,i ∆pT,j〉/〈〈pT 〉〉 seems to be independent of collision energy and col-

lision system size. We observe that correlations in forward (η > 0 ), backward (η < 0)

and full (|η| < −1) region are similar.

It is observed that the correlations are different for different pT acceptances. We
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observe that correlation is maximum for charged particles having 0.15 < pT < 2.0 GeV/c,

and minimum for particles with 0.15 < pT < 0.35 GeV/c. Further, it is noticed that the

correlation is weak when lower pT cut is fixed and the upper pT cut is increased from

350 MeV/c up to 500 MeV/c. Whereas the correlation decreases when the lower pT cut

is increased from 350 MeV/c up to 800 MeV/c, keeping the upper pT cut of 2.0 GeV/c

fixed. Thus, we observed that the low pT particles are weakly correlated and exhibit weak

dependence on 〈Npart〉. This could be due to the fact that low pT particles suffer multiple

scattering while coming out of the interaction medium. The pT bin effect study is done

to see the dependence of correlations on different pT acceptances. We do not observe any

pT acceptance effect on correlations in different pT bins.


